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Ethical research and scholarly publication in the mining and metallurgical community – A new era dawns

This commentary provides an overview of an important meeting between the SAIMM, ASSAf, and SciELO held during February 2020. The meeting arose as a result of new initiatives to ensure integrity in ‘research and scholarly publication’, which have been agreed globally and have now been adopted by the departments of Science and Innovation and Higher Education, the National Foundation for Research, and the group representing the universities of South Africa, among others. The purpose of the meeting was to ensure that the SAIMM, and all South African scientific and professional institutions in general, will meet the global principles of ethical research and scholarly publication (ERSP) as adopted by South Africa.

The Institute is aware of these new ERSP ‘rules of engagement’, and as such, the relevant committees are now starting to work through the issues. Such matters will be published in due course. By way of example in the interim, two issues of direct relevance to the SAIMM include (i) the inability to publish papers that have previously been published in formal refereed conference proceedings, and (ii) a strict limit to the proportion of papers (and authors) sourced from any one institution in any specific journal edition. Such rules will undoubtedly impact upon the manner in which papers presented at conferences will be published in future, and on specific themed editions that include papers from a specific source or specific authors. For these reasons, the Publication and Technical Programme Committees are likely to enter into something akin to a new era of operation in order to meet these new principles while still continuing to provide enhanced knowledge and intellectual services to the mining and metallurgical industries and all the major allied disciplines.

Against the background above, it may be of interest to note that the SAIMM Journal is currently a proven and sought-after global publication. Investigations over the past two years have shown that approximately 70% of the papers submitted for publication arise from international sources and from universities and research institutions as geographically widespread as the USA, China, Japan, India, Russia, Pakistan, Turkey, Germany, the UK, Egypt, and Iran. Approximately 300–400 highly qualified and experienced academics and industrial practitioners, both local and international, are active on the panel of reviewers. Approximately 40 to 45 paper are submitted per month, all of which are pre-reviewed monthly prior to the selected ones entering the review process. Twelve journal editions (one each month) are published annually, with editorial and typesetting undertaken in-house.

In these matters, the Journal would appear to be meeting its current goals and the needs of many of its readers. This is best reflected by the resolutions factor i.e. the number of times a paper is electronically opened and read, known colloquially as the ‘hits’ on a paper. Such data is captured monthly by ASSAf and SciELO for all accredited journals in South Africa. Of specific interest to the SAIMM community is the fact that between 15 000 and 16 000 ‘hits’ (i.e. opening and/or reading of papers) are being recorded for the SAIMM Journal per month, with the next accredited journal on the ASSAf list recording 7 000 hits and the remaining accredited journals recording hits in the mid- to lower hundreds. Such results suggest that the SAIMM Journal is widely read and is therefore of significant relevance to its professional community.

However, what remains to be done is to enhance the standing of the Journal to an even higher intellectual status by improving its Impact Factor (IF – a measure reflecting the average number of citations to articles published in science and social journals). This step would lead to enhanced accreditation for those in academe who, by having their research published and cited in the SAIMM Journal, would earn personal academic accreditation as well as acquire funds for their universities (approximately R120 000 per single Journal paper). It is this that the SAIMM seeks to improve in the short term – in addition to implementing the longer-term goals set by ASSAf and SciELO for proven integrity in research and scholarly publishing currently, as is currently being instituted in the country at present. There is much to be discussed and done in the near future. All will be reported in due course.

R.M.S. Falcon
I’ll remember the month of March 2020 for two events that happened in tandem – the first one was my birthday on the 26th when I turned 50 years (half-century) old. Turning 50 years is significant in anyone’s life and mine was no different. However, I did not expect it to be as dramatic as it turned out to be, which leads to the second event, the beginning of the country’s 21-day lockdown from midnight on 26 March to midnight on 16 April.

At the time of writing this letter, we were on the third day of the lockdown where, other than persons involved in essential services, we are all in quarantine within our homes or isolated if we have been infected by the coronavirus disease, also known as COVID-19. Most industries remain closed during this three-week period – the South Africa’s mining industry production levels are down to about 30% and globally, we are headed for a recession, the Global Covid-19 Recession (GCR). The impact of the pandemic is unprecedented in the modern world and its effects will be long-lasting in several ways; including, to name a few, how we work (and play), the nature of economic activity, and specifically for the SAIMM, how we pursue our primary objective of providing continuing education and skills for our members.

A fundamental and immediate change that has happened in how we work is the huge exodus to (home fitness and) digital platforms to continue with ‘office work’ (work from home – WFH). Work at the coal face (no pun intended) continues with minimal people resources to ensure the continued supply of coal for our electricity generation (imagine the double whammy of being isolated at home with intermittent electricity availability) – to prevent infections and transmission of the disease remains the primary objective. For those operations that are already digitalized, this period of lockdown, such as is prevalent in most countries where infections have been recorded, the transition to digital is vindicated. This is the beginning of the future of our lives and we need to adapt promptly or suffer the consequences.

The SAIMM, as with other organizations that convene conferences and meetings for learning, has postponed and will likely cancel some conferences during this year as a result of the lockdown and possible continuing consequences of the COVID-19 disease. Alternative and innovative avenues to continue to deliver our services, such as webcasts at scale’ (i.e. for a large number of people), are being explored. This is the upside of the pandemic and we will take advantage of the opportunities presented to us to thrive in this new way of thinking and acting.

There’s no telling whether the three weeks will be sufficient to arrest the spread of the disease in South Africa. It’s the minimum and scientifically proven method of preventing further infections and we must adhere to this advice with military discipline for the sustainability of the nation. We are all under varying degrees of emotional and mental strain, the domestic economy is under recession, and as at Friday 27 March, Moody’s Investor Service finally downgraded South Africa’s sovereign credit rating to junk status with a negative outlook. Livelihoods are at stake - I dare say that we have reached the bottom in our social and economic development. It is now the time for leadership, not only as I have discussed in earlier letters, to rise up to this occasion – ‘the greatest leader is not necessarily the one who does the greatest things. He is the one that gets the people to do the greatest things’¹. Wishing you all safety, health and resolve. Please do take care.

M.I. Mthenjane
President, SAIMM

¹Ronald Reagan
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Monitoring unstable slopes in an open pit lignite mine using ARIMA

H. Özşen1

Synopsis
Slope stability is a widely studied area because of the significant consequences of slope failure. There are various factors affecting slope stability in open pit mines, and predicting the time of failure can be difficult due to the complex nature of the rock mass. Regression methods are often used in this prediction process, but they are limited in that they use a strict mathematical model. Therefore, possible future changes within the structure of a slope can be underestimated because once a mathematical model has been established to predict slope failure, it is then used indefinitely. For this reason, an autoregressive integrated moving average (ARIMA) model is used in this study as a time series analysis (TSA) method for the prediction of slope failure. Data obtained from the movements of tension cracks from six out of ten established stations in Ilgın open pit lignite mine of Turkish Coal Enterprises, West Lignite Enterprises (TKI-GLI) were used to predict future values. The prediction results from the ARIMA method were also compared with results from regression methods and were shown to be more successful.

Keywords
slope failure, open pit mining, time series analysis, autoregressive integrated moving average (ARIMA), regression.

Introduction
Slope stability is an important aspect in a broad range of areas, such as mining, geology, construction, and architecture. It is critical in open pit mines. Many factors such as geological structural properties, the geometry of the slope, the presence of underground water, the properties of materials used, and excavation methods affect slope stability. The consequences of a possible slope failure can be both fatal to personnel and damaging to the mine. Thus, the necessary calculations and analyses should be carried out within certain time intervals. However, this is a complex process which requires experienced professionals. For these reasons, many studies conducted to predict problems with slope stability have used methods other than the classical calculation methods. Regression-based methods are the most preferred because of their simple, explanatory structure and high suitability for measuring these kinds of problems.

Occhiena, Pirulli, and Scavia (2014) developed an analysis procedure to interpret data from a microseismic monitoring system. Gama et al. (2017) investigated small baseline subsets for measuring ground deformation and found that SBAS processing allowed the identification of a large number of widely distributed persistent scatters. Another example of a monitoring application relating to this area is from Carlà et al. (2017a), who used monitoring data from open pit mines to detect instabilities. There are other applications in which researchers have pursued the monitoring of deformations in the slopes (Fuhrmann et al., 2013; Vanneschi et al. 2017). Some researchers have gone one step further in their follow-up studies and have tried to develop methods for estimating deformations that may arise from the available data using different methods (Carlà et al., 2017b; Jibson, 2011; Song, Huang, and Cen, 2016; Khanlari, 2011).

Regression-based methods are among the most preferred modelling strategies used to predict deformation. The rationale behind using regression in predicting slope failure is that a mathematical model is constructed and parameters of that model are estimated using regression methods. However, although regression is a straightforward method, it does have drawbacks: each slope embodies its own characteristics; a mathematical model used for one slope would not fit another. Thus, the appropriate model should be selected first, and then its parameters found. Experience in model selection is, therefore, essential. The other limitation of regression lies in its dependence on strict mathematical formulae. Once a mathematical model by regression is built up to model the structure of a slope, it is used for all future estimates of slope condition. However, several factors, which are expressed as
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shock effects, can occur and change the structure of the slope. These include heavy rainfall and earth tremors. In that case, the modelled mathematical expressions lose their validity.

For the abovementioned reasons, researchers have started to experiment with other methods of slope stability analysis. Wu et al. (2015) successfully used an improved fractal prediction model in forecasting mine slope deformation. Tan et al. (2011) utilized artificial neural networks (ANNs) and particle swarm optimization to predict deformation in a deep open pit mine. They showed the applicability of these methods by calculating RMSE (root mean square error) and MAPE (mean average value error). These values for two measurement points were found between 5% and 6%. Lian et al. (2013) conducted a landslide prediction by using an ensemble extreme learning machine (ELM) based on TSA. They used 38 groups of data from June 2004 to July 2007 and their relative errors in seven test data were between 0.03 and 3.17%. Liu et al. (2014) compared three state-of-the-art techniques for nonlinear displacement analysis - support vector machine (SVM), relevance vector machine (RVM), and Gaussian process (GP) - using 11 observations from September 2006 to July 2007. They recorded approximate average percentage errors in these methods of between 0.4% and 0.8%. Another ANN application in this area was conducted by Chen and Zeng (2013), who used an improved back-propagation ANN and obtained relative errors between 0.05% and 3.83%.

As mentioned above, regression-based methods have some significant drawbacks. ANNs and other state-of-the-art methods also have their own disadvantages. For example, they require a greater amount of data than that collected in the cited studies for statistically meaningful results in training. Furthermore, as with the regression methods, they can be affected by shock effects. Thus, a time series method, ARIMA, is the preferred method of prediction in this study. ARIMA is based on the autoregressive moving average (AR-MA) process and predicts a new value by using ‘some’ previous values of a time series data group. It also relies on a mathematical model, but that model does not cover all of the data. It stands for ‘some’ previous data to predict a new future value. By this aspect, it can cope with shock effects. In addition to this, the only thing that should be found is the model order and not what kind of mathematical model fits the data. Therefore it is easier than regression in that less experience is needed.

Data obtained from six stations in TKI-Ilgin open pit lignite mine was used in this study to predict future deformation values. The ARIMA model was created with 50 deformation data values and six data values were used to validate the prediction capability of the model. The correlation coefficient (\(R^2\)) and root mean square error (RMSE) of fits were calculated to compare different ARIMA models. RMS and predicted MSE (PMSE) in validation were also recorded to gauge the effectiveness of the models. To compare ARIMA with regression, the regression models of all six stations were also established. In addition to this, a manually created shock effect was also analysed for station-1 to show the deficiency of regression in incorporating that phenomena. The results give comparatively fewer errors in ARIMA models.

### Materials and methods

#### Problem definition

The tension cracks on the west slope of TKI-Glu Çavuşçugöll open pit mine were observed with a tracking system (Özsehen, Özkak, and Mesutoglu, 2019; Özsehen and Özkak, 2013). Çavuşçugöll is located in central Anatolia, 13 km from Ilgın and 80 km from Konya. In the west slopes of the site, there were tension cracks approximately 10 m in length, 20 cm wide, and 50 cm in height as seen in Figure 1 (Özsehen and Özkak, 2013). To track these cracks, 10 measurement stations were established. The measurement equipment and method are shown in Figure 2a. A plan view of the mine site and the measurement directions are shown in Figure 2b. Here, the horizontal deformations towards the pit are defined by the Y direction while deformations parallel to the pit are defined by the X direction. Vertical deformations are defined by Z direction. Readings were taken with a precision of 0.01 mm in the Z direction and 0.1 mm in the X and Y directions.

The readings were taken over a period of 56 days and the deformation values relative to the first reading were recorded in the X, Y, and Z directions. The model in this study was constructed for the Y-direction deformations. That is, the amounts of deformation towards and away from the mine were modelled and predictions of possible deformations in that direction were attempted. Also, data from six stations of the ten established stations was used in the study because of its suitability for the ARIMA model.

#### ARIMA as a TSA method

In TSA, the intention is to predict unobserved data by using observed data that changes with time. A time series data group can be defined as:

\[
  z_T = (z_1, z_2, \ldots, z_T)
\]

[1]

Here, predictions of \(T\) observed values of the data and unobserved data values in time \(T+k\) were attempted: \(z_{r+k}\). Let \(\hat{z}_T(k)\) be a predictor of \(z_{r+k}\) and be defined as:
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\[ \hat{z}_T(k) = \alpha_1 z_T + \alpha_2 z_{T-1} + \cdots + \alpha_T z_1 \]  \[\text{[2]}\]

If \( e_T(k) \) is defined as the error of this prediction, it can be defined as:

\[ e_T(k) = z_{T+k} - \hat{z}_T(k) \]  \[\text{[3]}\]

The aim is to minimize error functions which depend on \( e_T(k) \). The most used error function is the mean square prediction error (MSPE), which is defined as:

\[ MSPE(z_{T+k} | z_T) = E[(z_{T+k} - \hat{z}_T(k))^2 | z_T] \]  \[\text{[4]}\]

There are many methods in TSA, such as moving average, random walk, exponential smoothers, and ARIMA models.

Especially for stochastic modelling of time series data, ARIMA could be the best choice. Generally, moving average (MA) models can define trends in data while autoregressive (AR) models are well suited for periodicity such as seasonal variances. An AR model of a time series data group \( x \) can be defined as (Kaiser and Maravall, 2000):

\[ x_t = \alpha_1 x_{t-1} + \alpha_2 x_{t-2} + \cdots + \alpha_p x_{t-p} + \varepsilon_t \]  \[\text{[5]}\]

Here, \( p \) is defined as the model order. In the MA model, the error is modelled as given in the following equation (Kaiser and Maravall, 2000):

\[ x_t = \varepsilon_t + \beta_1 \varepsilon_{t-1} + \beta_2 \varepsilon_{t-2} + \cdots + \beta_q \varepsilon_{t-q} \]  \[\text{[6]}\]

If a time lag operator is defined as:

\[ L x_t = x_{t-1} \]
Monitoring unstable slopes in an open pit lignite mine using ARIMA

then

\[ L^k x_t = x_{t-k} \]  \[ \text{[7]} \]

AR and MA processes can be given as in the following equations (Kaiser and Maravall, 2000):

\[ \left( 1 - \sum_{k=1}^{p} a_k L^k \right) x_t = \left( 1 + \sum_{k=1}^{q} \beta_k L^k \right) \epsilon_t \]  \[ \text{[8]} \]

This equation is known as the autoregressive moving average (ARMA) process and is used in many areas such as TSA. ARIMA can be thought of as a kind of ARMA process. The only difference is the differencing operation, which is an indispensable part of TSA methods to eliminate trend components. The differencing operation can be represented as:

\[ \Delta x_t = x_t - x_{t-1} = (1 - L)x_t \]  \[ \text{[9]} \]

\[ \Delta^2 x_t = (1 - L)^2 x_t \] ...

Now the main equation for the ARIMA \((p, d, q)\) model can be given as (Kaiser and Maravall, 2000):

\[ \left( 1 - \sum_{k=1}^{p} a_k L^k \right)^d \left( 1 + \sum_{k=1}^{q} \beta_k L^k \right) x_t = \epsilon_t \]  \[ \text{[10]} \]

The only parameters to determine in this model are \(p, d\) and \(q\), which represent the model degree of the AR process, the degree of differencing, and the model degree of the MA process, respectively.

Analysis methodology and evaluation criteria

The data taken from the six stations over a period of 56 days was used for modelling by ARIMA. For each station, different ARIMA models were tested and the best-suited model was recorded. Also, for all stations, a regression process was conducted for comparison. Here again, the best-suited regression line was found. A total of 50 data values were used for model foundation while the remaining six data values were used as validation data for the founded model. The comparison between ARIMA models and the best-suited regression model was done using the correlation coefficient \((R^2)\) and predictive mean square error \((\text{PMSE}; \text{same as MSPE})\). The correlation coefficient can be calculated by the following equation:

\[ R^2 = \frac{\sum_{k=1}^{m} (x_{k,t} - \bar{x}_t)(y_{k,t} - \bar{y})}{\sqrt{\sum_{k=1}^{m} (x_{k,t} - \bar{x}_t)^2 \sum_{k=1}^{m} (y_{k,t} - \bar{y})^2}} \]  \[ \text{[11]} \]

Results

Results with ARIMA models

For the first station’s data, which is termed data-1, five ARIMA models were tested using data from 50 days (deformation values in the Y directions). After testing the generated models with remaining six data groups, the correlation coefficient \((R^2)\) and PMSE were recorded, and are shown in Table I. As shown in Table I, the best fit model is ARIMA \((3,1,1)\), which represents a combination of a third-order AR process, first-order MA process, and one-degree differentiation. The obtained parameters of the best fit ARIMA model are seen in Table II.

To compare the success of ARIMA in modelling data-1, a regression procedure was also conducted for data-1. After some experimentation, the best fit equation for the 50 data values in data-1 was found to be:

\[ U = -1.858 + e^{0.05265t} \]  \[ \text{[12]} \]

Here, \(U\) is the deformation value in the Y-direction in millimetres and \(t\) is time in days. The regression line is shown in Figure 3 together with the original deformation data. When six validation data groups were predicted by the best fit ARIMA model and best fit regression model, the consequences shown in Figure 4 were found. Also, the real and predicted values of validation data are given in Table III.

As shown in Figure 4 and Table III, there is an obvious difference between real data and predicted data for the regression model. However, when it comes to the ARIMA model, the consequences are less significant. The difference between the ARIMA and regression models with respect to the correlation...
coefficient and PMSE for data-1 is given in Table IV. As can be seen, ARIMA presented a remarkably better performance with respect to the PMSE, which is a much more important factor in predicting unobserved data.

The same procedure was conducted for the remaining five stations. Again, several ARIMA models were tested for each station. The best fit ARIMA models are shown in Table V. Generally, except for one station, a third-order AR process was utilized in all models. This means that a new unobserved value will be predicted by using the last three data values in the current time series. When it comes to the MA process, which defines periodicity or ‘seasonality’ in a time series data, a first-order MA process was used in only two of the stations. This means that the deformation data in the stations has a generally non-repetitive trend component.

Table V
Best fit ARIMA models for six stations

<table>
<thead>
<tr>
<th>Station-1 ARIMA(3,1,1):</th>
<th>Station-2 ARIMA(3,1,1):</th>
<th>Station-3 ARIMA(3,0,0):</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Value</td>
<td>Error</td>
</tr>
<tr>
<td>Constant</td>
<td>0.0133</td>
<td>0.0049</td>
</tr>
<tr>
<td>AR(1)</td>
<td>1.6873</td>
<td>0.2003</td>
</tr>
<tr>
<td>AR(2)</td>
<td>-0.8914</td>
<td>0.3558</td>
</tr>
<tr>
<td>AR(3)</td>
<td>0.1653</td>
<td>0.2195</td>
</tr>
<tr>
<td>MA(1)</td>
<td>-0.9999</td>
<td>0.1021</td>
</tr>
<tr>
<td>R² = 0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMSE = 0.0197</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Station-4 ARIMA(3,0,0):</th>
<th>Station-5 ARIMA(3,1,0):</th>
<th>Station-6 ARIMA(2,0,0):</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Value</td>
<td>Error</td>
</tr>
<tr>
<td>Constant</td>
<td>0.1916</td>
<td>0.2199</td>
</tr>
<tr>
<td>AR(1)</td>
<td>1.7559</td>
<td>0.2638</td>
</tr>
<tr>
<td>AR(2)</td>
<td>-0.9641</td>
<td>0.5241</td>
</tr>
<tr>
<td>AR(3)</td>
<td>0.1956</td>
<td>0.2885</td>
</tr>
<tr>
<td>R² = 0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMSE = 0.0007</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The regression models were also found for these stations. The regression lines and best fit regression equations for these five stations are shown in Figure 5. As shown, the best suited model was exponential regression equation.

Regression can be an appropriate choice for such problems, but it is a strict method because of its work strategy. Once a mathematical equation is determined from available data, all future values are predicted by that fixed equation. However, especially in mining, there can be sudden and unexpected changes and regression models cannot cope with that level of change. On the other hand, after determining model order in ARIMA, future values are predicted by previously observed data. Then, if there is a sudden change in data, subsequent future values are predicted such that they will also be affected by this...
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Figure 5—Generated regression models for the remaining five stations (continued)

change. The is also known as the ‘shock effect’ in TSA, and the results of regression and ARIMA incorporating this situation are given in the next subsection. The other problem in using a strict mathematical model in regression is the determination of an appropriate model. For example, an exponential model can give similar results to a power model. The real relationships between independent and dependent variables are not known, but predictions are attempted via mathematical equations. Thus, error
Monitoring unstable slopes in an open pit lignite mine using ARIMA

The advantage of ARIMA over regression is that it has no strict mathematical formulation to define the data. In regression, a mathematical model is formulated to describe the behaviour of the data and it does not change with time, but unexpected changes may occur that violate the formed equations. In such cases, the formulation calculated with regression loses its validity. On the other hand, ARIMA uses its formulation only to predict a new value by using some previous observations. Thus, it is more suitable for the abovementioned changes. To simulate this, an artificial shock effect was applied to both the ARIMA and regression methods, and it was seen that ARIMA's performance was better than regression in coping with this shock effect.
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Reliability and evaluation of point load index values obtained from different testing devices

D. Akbay and R. Altındağ

Synopsis

In some rock mass classification methods, the point load index (PLI) value is used as a parameter in the determination of the class of rock mass. The PLI value may be used as a design parameter such as uniaxial compressive strength (UCS) and tensile strength (TS), owing to its being simpler, faster, and cheaper and easier to prepare than the specimens for UCS and TS tests. It can also be carried out in both the field and the laboratory. Many researchers have investigated PLI testing and the effect of different loading configurations, sample size, and size correction factors. Within the scope of this study, PLI tests were performed in 15 different point load index testing devices. The experiments were carried out on seven different rock types (three sedimentary, one metamorphic, three magmatic) by the same operator. The errors of the testing devices were investigated based on the experimental results, and a device was modified to avoid the errors identified. Additional experiments were carried out in the modified testing device to acquire more realistic values. The PLI values obtained from the modified device were found to be more reliable, with standard deviations lower than those obtained from other conventional testing devices.

Keywords
point load index, rock mass classification, measurement error, testing device.

Introduction

Classification of rock masses in engineering projects is important in terms of project planning and designing. There is little information about the rock mass in the feasibility and initial design phases of a project. Attempts have been made to acquire knowledge about the rock mass by using experimental, observational, and empirical methods. The experimental methods are carried out in accordance with rock mechanics standards, which are the most commonly used and most accurate methods to characterize the rock mass. It is sometimes costly and time-consuming to prepare the rock samples and to carry out the experiments. In such cases, the test methods which are simpler, faster, easier, portable, cheaper, and do not require specimen preparation are preferred. The most commonly used strength values for rock materials are the point load index (PLI) and uniaxial compressive strength (UCS). Such values are also used as input parameters in the classification of rock masses and rock excavatability for engineering structures both underground and on the surface.

PLI is used as a rated parameter as the strength value of intact rock in some rock mass classification systems. When rock mass classification systems in which PLI is directly used as a rated parameter are examined, it will be noticed that five classes are mostly formed of lower to higher strengths. Also, that the strength values in the first four classes range from zero to 4 MPa, whereas the fifth class comprises the values >4 MPa (Franklin, Broch, and Walton, 1971; Broch, Broch and Walton, 1971; Broch and Franklin, 1972; Edet and Teme, 1990; Ghosh and Srivastava, 1991; Pettifer and Fookes, 1994; Tsiambaos and Saroglou, 2010). However, UCS is the most commonly used parameter in the classification systems, whereas PLI is most commonly used in the indirect estimation of UCS. Several researchers have carried out studies to predict UCS as a function of PLI and more than 100 equations relating the two parameters have been proposed (Akbay, 2018). The PLI values of the rocks must be multiplied by a wide range of coefficients, from 3 to 71, to predict the UCS values (Akbay, 2018). However, there is no particular study which deals with the rock types and the shapes of specimen to which these coefficients apply. Although the PLI test is considered a field test, it is unclear whether the PLI data found in the literature was obtained in the laboratory or in the field. Within the context of the studies, it is understood that the tests were carried out in a laboratory. For this purpose, the current method of determining the PLI using a PLI device should be reviewed so that more accurate measurements, which are free from the current errors and associated disadvantages, can be obtained.
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Several studies have been devoted to examining the relationship between PLI and some physical and mechanical properties of rocks. Topal (2000) studied the problems related to the PLI device and its application. Aston, MacIntyre, and Kazi (1991) investigated the effects of wear and rupture on the strength of the conical platens of the PLI testing device. Akbay and Altındag studied the errors inherent to the PLI testing device and the errors caused by the operator (2018), and Akbay (2018) modified the conventional PLI testing device to avoid the errors. In addition, several other researchers have used PLI values to determine the UCS and tensile strength of rocks, to classify rocks according to their strength in terms of material properties (Guidicini, Nieble, and De, 1975; Bieniawski, 1975) in the RMR rock classification system (Bieniawski, 1989), to estimate the speed of a tunnel boring machine (McFeat and Tarkoy, 1979), and to classify rocks in terms of excavatability (Pettifer and Fookes, 1994). Karaman, Kaya, and Kesima (2015) estimated UCS by using the PLI for RMR classification. Broch and Franklin (1972) stated that the UCS value of rocks is 24 times the PLI value. Hawkins (1998) investigated the relationship between UCS and PLI using different rock types and found that the ratio between the two (UCS/PLI) varied from 7–68. Rusnak and Mark (2000) examined the ratio between UCS and PLI and found it to be between 20 and 22. Quane and Russel (2003) carried out UCS and PLI tests on hard and soft rocks, and observed that the relationship between UCS and PLI is linear in hard rocks and nonlinear in soft rocks. Singh, Kainthola, and Venkatesh (2012) studied the ratio between UCS and PLI using similar hard and soft rocks and observed that the ratio was between 21 and 24 in hard rocks and 14 and 16 in soft rocks. It is thus seen that the conversion coefficients (K) used to predict UCS from PLI vary between 3 and 71 (Akbay, 2018). The K value depends on many factors such as rock type, shape of the specimen, test method, etc. Table I presents a simplified list of K values for different rock strength classes.

Table I

<table>
<thead>
<tr>
<th>Rock strength class</th>
<th>Conversion coefficient (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very low</td>
<td>11–71</td>
</tr>
<tr>
<td>Low</td>
<td>11–46</td>
</tr>
<tr>
<td>Medium</td>
<td>9–50</td>
</tr>
<tr>
<td>High</td>
<td>6–40</td>
</tr>
<tr>
<td>Very high</td>
<td>8–30</td>
</tr>
</tbody>
</table>

There are several companies marketing PLI testing devices around the world, but very few manufacturers. There are also more than 100 different PLI testing devices. The general principles of the measurement technique and design are very similar; however, there are minor differences such as the hydraulic system, position of the hydraulic system (horizontal or vertical), loading arm, indicator (mechanical or digital), and specimen location (fixed or free). The most widely used PLI testing device consists of a loading system, load indicator, and conical platens (Figure 1).

In this study, problems related to the PLI testing device and the common errors generated by the operators are considered. Based on the experience of the researchers and a literature review, differences in loading speed and failure time, maintenance issues, dial gauge calibration, geometry of the conical platens, axis shift of the conical platens, length of the loading arm, and different operators are identified as sources of error. PLI tests were carried in 15 different testing devices using seven different rock types (three sedimentary, one metamorphic, three magmatic) by the same operator and the errors obtained were studied and described based on the results. In this study, a conventional PLI testing device was modified to eliminate the errors and disadvantages. For each rock type, seven different specimens of the same size were tested uniformly at constant loading speed and the PLI values were recorded. The differences between the conventional PLI testing device and the modified device were demonstrated.

Materials and method

Rock samples tested in this study were obtained from stone processing plants situated in different regions in Turkey (Table II).

Table II

<table>
<thead>
<tr>
<th>Sample code</th>
<th>Type</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-1</td>
<td>Sedimentary</td>
<td>Isparta</td>
</tr>
<tr>
<td>K-2</td>
<td>Sedimentary</td>
<td>Isparta</td>
</tr>
<tr>
<td>K-3</td>
<td>Sedimentary</td>
<td>Antalya</td>
</tr>
<tr>
<td>M</td>
<td>Metamorphic</td>
<td>Muğla</td>
</tr>
<tr>
<td>A</td>
<td>Igneous</td>
<td>Isparta</td>
</tr>
<tr>
<td>G</td>
<td>Igneous</td>
<td>Aksaray</td>
</tr>
<tr>
<td>D</td>
<td>Igneous</td>
<td>Kayseri</td>
</tr>
</tbody>
</table>

Figure 1—Appearance of conventional point load index testing devices
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and were prepared in compliance with the standards suggested by ISRM (1985, 2007). Studies were performed in the Natural Stone Technology and Excavation Mechanics Laboratory of the Mining Engineering Department at Suleyman Demirel University. Specimens used in the tests were classified in such a way that a low to high strength scale was formed in order to be able to represent the rocks with different strength values.

Prismatic specimens 30 × 50 × 50 mm in size were prepared from rock types selected as being as homogeneous and isotropic as possible. In order to avoid differences due to depth, the test samples were prepared from 30 mm thick slabs cut horizontally from the same block. The block samples were examined for macroscopic imperfections so as to ensure standard testing samples free of cracks and weathering. In order to ensure the homogeneous distribution of the samples between the 15 different testing devices in terms of structural properties, samples with the same number of visible structural defects were classified and distributed equally on each testing device. For each testing device, 10 specimens were prepared from each rock sample. Diagonal lines were drawn on the prismatic specimens so that the operator could perform the loading operation at the exact midpoint of the specimen (Figure 2). During the laboratory work, more than 1500 specimens were tested.

The tests were carried out in 15 different PLI testing devices, by the same operator, according to the standards suggested in ISRM (1985, 2007). The PLI devices were of eight different brands. Six of the devices had mechanical dial gauges and nine had digital gauges. The conical platens used in the devices were of five different geometries.

Prior to the tests, the standards (ISRM, 1985, 2007, ASTM, 1995, 2008) relating to the PLI test were scrutinized. A preliminary study was performed and some observations were made (Figure 3). The available information from the literature regarding the problems and difficulties encountered were combined with the observations from the preliminary study. Some measurements were conducted before conducting the experiments, considering the issues specified in the standards (ISRM, 1985, 2007). These were:

- Calibration (load indicator) control: a load cell and an indicator were used to control the calibration of the testing devices
- Hardness value measurement of conical platen: A micro-hardness testing device was used.
- The angle of conical platens and spherical radius of the tip: Photographs of the conical platens were taken and examined digitally using autocad software package and the radii were calculated.
- Length of the loading arm: All loading arms were measured using a length measuring device.

All measured parameters of the PLI devices are given in Table III. The conical platens used in the devices had a spherical radius between 2.2 and 6.2 mm, and hardness values varying between 51 and 64 HRc. The loading arm lengths ranged from 35 cm to 51 cm.

Errors in point load index test

Loading speed and discrete loading

The loading process is performed manually in PLI devices, hence the magnitude and continuity of the applied force varies according to the operator. As suggested by ISRM, the load should be steadily increased such that failure occurs within 10–60 seconds (ISRM, 1985, 2007). The failure load varied in a nonuniform manner according to the loading speed. The
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Loading speed should be kept constant during the entire test. If the loading process is too fast, the PLI load will be higher than normal, if too slow, lower.

Failure time
Many researchers do not pay attention to the failure time. If the test process is completed in less than 10 seconds or more than 60 seconds (i.e., the loading process is too fast or too slow), the ‘failure load of the rock’ is measured higher or lower than it is supposed to be. As such, the test process should be completed within 10 to 60 seconds. When the loading is too fast or too slow it will cause the rock to fail at higher or lower loads, respectively, than it would otherwise.

Lack of periodical maintenance
The maintenance of the testing devices was not carried out periodically. Non-calibrated load indicators (dial gauges), worn conical platens, and oil loss affect the PLI values.

Use of different types of jacking systems
PLI testing devices are not very expensive, so the device selected by the manufacturer is chosen from among the least expensive (but workable) equipment. This will lead to the use of devices that are not long-lasting, and which also lack quality and precision. In the different brands of PLI devices that are available in the market, the manufacturers use jacking systems supplied from other companies, which leads to the use of jacks with different characteristics (e.g., different loading capacities).

Dial gauge (indicator) errors
Precision readings of failure load cannot be performed on mechanical dial gauges. PLI testing devices with mechanical indicator have two dial gauges, one of which has a capacity of 5.5 kN and a sensitivity of 0.1 kN while the other has a capacity of 55 kN and a sensitivity of 1 kN. If the dial gauges are not calibrated to each other, they can indicate different values. Determination of the failure load may be up to the operator, e.g., the indicator is not automatically set to zero, so the two indicators may not be synchronized (Figure 4).

Conical platen geometry
According to the standards suggested by ISRM (1985, 2007), the conical platens should have an angle of $\alpha = 60^\circ$ and the tip should have a sphericity of 5 mm (Figure 5). Use of non-standard conical platens will cause the results to differ from the true values. If the conical platen tip has a sphericity of more than 5 mm, the PLI load will be higher than normal, otherwise, lower.

Distortion of conical platens from axis
In the ISRM standards (1985, 2007), it is suggested that the platens should remain coaxial within ±0.2 mm throughout testing (Figure 6). In general, if this condition is not fulfilled, the test is not carried out under appropriate conditions. In this case, the test result will not be correct, and furthermore there is a risk to the operator that the specimen may be ejected from the device uncontrollably.

Table III
General information regarding the PLI testing devices

<table>
<thead>
<tr>
<th>Device code</th>
<th>Production date (year)</th>
<th>HRc hardness of conical platens (%)</th>
<th>Angle of conical platens (°)</th>
<th>Spherical radius of conical platens (mm)</th>
<th>Length of loading arm (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2012</td>
<td>62.63</td>
<td>59.5</td>
<td>5.8</td>
<td>51.0</td>
</tr>
<tr>
<td>2</td>
<td>1995</td>
<td>63.59</td>
<td>60.0</td>
<td>6.1</td>
<td>45.0</td>
</tr>
<tr>
<td>3</td>
<td>1995</td>
<td>59.27</td>
<td>60.5</td>
<td>5.2</td>
<td>45.0</td>
</tr>
<tr>
<td>4</td>
<td>2007</td>
<td>53.37</td>
<td>59.5</td>
<td>2.2</td>
<td>39.5</td>
</tr>
<tr>
<td>5</td>
<td>1999</td>
<td>58.14</td>
<td>60.5</td>
<td>6.2</td>
<td>50.5</td>
</tr>
<tr>
<td>6</td>
<td>2011</td>
<td>55.95</td>
<td>63.0</td>
<td>4.4</td>
<td>44.5</td>
</tr>
<tr>
<td>7</td>
<td>2000</td>
<td>51.44</td>
<td>59.5</td>
<td>5.9</td>
<td>35.0</td>
</tr>
<tr>
<td>8</td>
<td>1995</td>
<td>63.74</td>
<td>59.5</td>
<td>5.6</td>
<td>45.0</td>
</tr>
<tr>
<td>9</td>
<td>2014</td>
<td>56.19</td>
<td>62.5</td>
<td>4.0</td>
<td>47.0</td>
</tr>
<tr>
<td>10</td>
<td>2013</td>
<td>60.64</td>
<td>59.5</td>
<td>5.6</td>
<td>40.0</td>
</tr>
<tr>
<td>11</td>
<td>1995</td>
<td>59.55</td>
<td>60.5</td>
<td>5.6</td>
<td>45.0</td>
</tr>
<tr>
<td>12</td>
<td>2016</td>
<td>58.45</td>
<td>60.0</td>
<td>5.0</td>
<td>43.5</td>
</tr>
<tr>
<td>13</td>
<td>2008</td>
<td>54.45</td>
<td>60.0</td>
<td>3.9</td>
<td>39.5</td>
</tr>
<tr>
<td>14</td>
<td>2016</td>
<td>63.25</td>
<td>59.5</td>
<td>3.9</td>
<td>36.5</td>
</tr>
<tr>
<td>15</td>
<td>1995</td>
<td>62.02</td>
<td>60.5</td>
<td>5.4</td>
<td>44.5</td>
</tr>
</tbody>
</table>

Reference values >58 60.0 5.0

Figure 4—Some indicator errors

Figure 5—Standard (a) and non-standard (b) and (c) conical platens

Figure 6—Distortion of conical platens from axis
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Penetration of the conical platens into the specimen in the case of soft or weak rocks
When testing soft or weak rocks, the conical heads are allowed to penetrate into the sample (Figure 7), and compression is initiated after the heads have penetrated a certain distance, not as soon as the contact with the sample is established. Therefore, some researchers have suggested that the distance between the conical platens at the end of the test should be taken into account when PLI is calculated, instead of the measured thickness of the specimen.

Effect of the length of loading arm (jack)
ISRM (1985, 2007) and ASTM (1995, 2008) make no suggestions as to the length of the loading arm of the PLI testing device. Loading arms of various lengths are available in different testing devices (Figure 8) and hence the moment effect will vary. The loading process will be unbalanced if the loading arm is longer or shorter than it is required to be. In this case, the tests will not yield accurate results.

Effect of different operators
Determination of the PLI requires a laboratory experiment in which physical activity is needed. In case of the PLI test, the loading process is done manually, hence the magnitude and continuity of the applied force will vary depending on the operator. This means that there will be several factors such as age, level of experience, strength of the operator, different moods (calm, hasty, nervous, sad, preoccupied etc.) that may affect the performance in a positive or negative manner. This may result in different loading speeds, different failure times, and different dynamic situations for each test.

Modified point load index testing device
As outlined above, some of the errors or disadvantages of the device will cause the testing results to indicate higher or lower values than the true values. Some PLI testing devices embody all the errors and disadvantages stated above, while others have only a few of the shortcomings. In fact, it is difficult to predict how the measured values will deviate from the true values when all of those errors and disadvantages are combined. The ‘operator factor’ probably constitutes the most important factor since it is difficult to calculate its influence on PLI values. When the effect of the operator on the results is added, prediction of the changes in measured values will be impossible, but the influences of other factors can be corrected if the operator factor is eliminated. Hence, the truest value of the appropriate reading can be obtained.

A modification to the PLI testing device was made to eliminate the errors and disadvantages caused by the device and the operator (Figure 9). The device was modified to perform computer-controlled automatic loading in accordance with the standards recommended by ISRM (1985, 2007). The modification comprises two main parts: a hydraulic loading section and a control panel. Sensitive readings are acquired by a digital gauge. The loading process is controlled by a computer using ‘X.34’ software (Figure 10). The loading process can also be controlled manually from the control panel on the device. With the help of the software, the maximum load and the load-time graph can be displayed on the computer screen. In addition, data from up to 30 tests can be stored and transferred to the computer. Also, an instantaneous load-time graph can be displayed and the ultimate failure load read from the screen. The modified PLI testing device has a loading capacity of 200 kN. The conical platens of the modified device conform to ISRM standard ($r = 5 \text{ mm and } \alpha = 60^\circ$) (Akbay, 2018).

Results

Determination of physical and mechanical properties
The physical and mechanical properties of the rocks tested in this study were determined according to the Turkish Standards Institution (TSE) and International Society for Rock Mechanics and Rock Engineering (ISRM). The unit volume weight (TS EN 1936, 2010), water absorption by weight and volume (TS EN 13755, 2014), apparent and total porosity (TS EN 1936, 2010), density (TS EN 1936, 2010), seismic velocity (TS EN 14579, 2006), water absorption by weight and volume (TS EN 13755, 2014), apparent and total porosity (TS EN 1936, 2010), density (TS EN 1936, 2010), seismic velocity (TS EN 14579, 2006), wear resistance (TS EN 14157, 2017), Schmidt hammer (L-type) rebound number (ISRM, 2007), uniaxial compressive strength (TS EN 1926, 2013), indirect tensile strength (Brazilian tensile strength) (ISRM, 2007), modulus of rupture (TS EN...
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Tests with the modified PLI testing device and justification of the results

The loading speed was set so that all the specimens were broken within the time specified in the standard (ISRM, 1985, 2007). The loading speed is adjusted by the potentiometer on the control panel. Throughout the experiments, the failure time was observed to be around 60 seconds for the strongest rock and around 30 seconds for the weakest.

Table VI shows the average and standard deviations of the point load index values obtained using 15 different devices for seven different rock types. It can be seen that the difference between the minimum and maximum PLI values is almost 40% (Figure 11). The scatter of the PLI values appears to be high, which shows that it is not possible to determine the actual invariant PLI that represents the particular rock (Figure 11). It will be reasonable to use average PLI values obtained from 15 different PLI testing devices. Figure 12 shows that each testing device has its own characteristics, owing to the fact that

Table IV

<table>
<thead>
<tr>
<th>Sample code</th>
<th>$d_0$ (kN/m$^3$)</th>
<th>UW (kN/m$^3$)</th>
<th>WAW (%)</th>
<th>AP (%)</th>
<th>TP (%)</th>
<th>$V_p$ (km/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-1</td>
<td>27.7</td>
<td>0.07</td>
<td>0.16</td>
<td>0.124</td>
<td>0.053</td>
<td>0.343</td>
</tr>
<tr>
<td>K-2</td>
<td>28.5</td>
<td>0.09</td>
<td>0.09</td>
<td>1.173</td>
<td>0.119</td>
<td>3.183</td>
</tr>
<tr>
<td>K-3</td>
<td>27.3</td>
<td>0.05</td>
<td>0.12</td>
<td>2.375</td>
<td>0.290</td>
<td>6.081</td>
</tr>
<tr>
<td>M</td>
<td>27.3</td>
<td>0.02</td>
<td>0.01</td>
<td>0.076</td>
<td>0.015</td>
<td>0.206</td>
</tr>
<tr>
<td>A</td>
<td>6.7</td>
<td>0.05</td>
<td>0.02</td>
<td>0.218</td>
<td>0.004</td>
<td>0.576</td>
</tr>
<tr>
<td>D</td>
<td>30.0</td>
<td>0.12</td>
<td>0.30</td>
<td>0.656</td>
<td>0.076</td>
<td>1.902</td>
</tr>
</tbody>
</table>

$d_0$: density; UW: unit weight; WAW: water absorption percentage by weight; AP: apparent density; TP: total porosity; $V_p$: ultrasonic wave velocity; $\bar{x}$: average; SD: standard deviation

Table V

<table>
<thead>
<tr>
<th>Sample code</th>
<th>$\sigma_c$ (MPa)</th>
<th>$\sigma_t$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-1</td>
<td>110.6</td>
<td>11.1</td>
</tr>
<tr>
<td>K-2</td>
<td>103.9</td>
<td>12.3</td>
</tr>
<tr>
<td>K-3</td>
<td>64.2</td>
<td>10.8</td>
</tr>
<tr>
<td>M</td>
<td>72.1</td>
<td>5.0</td>
</tr>
<tr>
<td>A</td>
<td>102.4</td>
<td>11.5</td>
</tr>
<tr>
<td>G</td>
<td>154.0</td>
<td>8.6</td>
</tr>
<tr>
<td>D</td>
<td>144.5</td>
<td>15.8</td>
</tr>
</tbody>
</table>

$\sigma_c$: uniaxial compressive strength; $\sigma_t$: Brazilian tensile strength; $\bar{x}$: average; SD: standard deviation
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If the experiments were carried out by different operators, in addition to the parameters stated above, operator-induced variations in the results (due to age, gender, physical fitness, stress level, nutrition, ergonomics, health situation, fatigue etc.) would also be relevant. Although the experiments were performed by the same operator, different conditions during the day may have caused the variations in PLI values. Therefore, the fluctuations in PLI values may be explained by the different HRC hardnesses of conical platens, angles of conical platens, rounding radius of conical platens, and lengths of loading arm as shown in Table III. Although all the experiments were performed by the same operator, it appears that the standard deviations will be within acceptable limits.

Table VI
Data obtained from experiments using 15 different PLI testing devices (Akbay, 2018)

<table>
<thead>
<tr>
<th>Specimen code</th>
<th>Min. $I_{(50)}$ (MPa)</th>
<th>Max. $I_{(50)}$ (MPa)</th>
<th>$\bar{I}_{(50)}$ (MPa)</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-1</td>
<td>3.08</td>
<td>5.10</td>
<td>3.95</td>
<td>0.86</td>
</tr>
<tr>
<td>K-2</td>
<td>2.35</td>
<td>4.95</td>
<td>3.29</td>
<td>1.27</td>
</tr>
<tr>
<td>K-3</td>
<td>2.83</td>
<td>4.73</td>
<td>3.84</td>
<td>0.40</td>
</tr>
<tr>
<td>M</td>
<td>2.20</td>
<td>3.79</td>
<td>2.97</td>
<td>0.31</td>
</tr>
<tr>
<td>A</td>
<td>4.55</td>
<td>7.44</td>
<td>5.87</td>
<td>0.72</td>
</tr>
<tr>
<td>G</td>
<td>5.47</td>
<td>8.08</td>
<td>6.64</td>
<td>0.63</td>
</tr>
<tr>
<td>D</td>
<td>6.05</td>
<td>9.21</td>
<td>7.92</td>
<td>0.92</td>
</tr>
</tbody>
</table>

$Is(50)$: point load index; $\bar{i}$: average; SD: standard deviation

Figure 11—Box plot of PLI values of the rocks obtained using 15 different PLI testing devices

Figure 12—PLI values of the rocks tested using 15 different PLI testing devices
Reliability and evaluation of point load index values obtained from different testing devices

It is obvious that the PLI values obtained as a result of the experiments performed on different devices by different operators on a more heterogeneous rock will have much wider range of scatter. Therefore, by using the point loading strength value, it is obvious that in the equations used in prediction of compressive strength of the rocks, very different strength values will be obtained. Likewise, it is obvious that this will lead to different values in the determination of rock mass classification systems where the PLI is used. With these considerations, as a result of the experiments carried out by different users in PLI testing devices with non-standard or different technical properties, the actual PLI of the rock cannot be determined. In this context, operator differences may cause different loading speeds. To eliminate the influence of loading speed on the PLI value, the modified testing device was designed in order to ensure uniform loading under computer control. When the same operator repeated the experiment on another PLI testing device for various testing durations between 10 and 90 seconds, the duration for failure was nearly the same (±5 seconds) as with the modified testing device. Also, standard deviations of failure loads were very small compared to other testing devices. Experiments were carried out on 10 specimens for each rock type in the modified PLI testing device. The results are given in Table VII. It can be seen that difference between minimum and maximum PLI values is almost 30%. Also, standard deviations of the PLI values from the modified testing device were significantly smaller than those from conventional devices. It is obvious that the PLI values obtained from the modified testing device are more reliable.

<table>
<thead>
<tr>
<th>Specimen code</th>
<th>Min. (I_{s(50)}) (MPa)</th>
<th>Max. (I_{s(50)}) (MPa)</th>
<th>(x\overline{I}_{s(50)}) (MPa)</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-1</td>
<td>3.47</td>
<td>4.66</td>
<td>4.22</td>
<td>0.24</td>
</tr>
<tr>
<td>K-2</td>
<td>1.64</td>
<td>4.20</td>
<td>2.76</td>
<td>0.96</td>
</tr>
<tr>
<td>K-3</td>
<td>3.83</td>
<td>4.45</td>
<td>4.14</td>
<td>0.22</td>
</tr>
<tr>
<td>M</td>
<td>3.08</td>
<td>3.64</td>
<td>3.31</td>
<td>0.20</td>
</tr>
<tr>
<td>A</td>
<td>3.72</td>
<td>7.21</td>
<td>5.77</td>
<td>0.73</td>
</tr>
<tr>
<td>G</td>
<td>5.59</td>
<td>7.77</td>
<td>6.96</td>
<td>0.23</td>
</tr>
<tr>
<td>D</td>
<td>7.23</td>
<td>9.14</td>
<td>8.25</td>
<td>0.66</td>
</tr>
</tbody>
</table>

\(I_{s(50)}\): point load index; Min.: minimum; Max.: maximum; \(x\): average; SD: standard deviation

**Prediction of uniaxial compressive strength using point load index**

Numerous studies have been conducted to estimate the UCS using the PLI value, and various equations have been proposed by means of statistical analyses and artificial intelligence (AI) methods utilizing experimental data. Researchers have determined conversion coefficients (\(K\)) and examined the problem by grouping the rocks according to geological origin, strength class, and porosity value to obtain more meaningful outcomes. The conversion coefficients (\(K\)) were determined by graphical method (Table VIII). All the experiments were performed by the same operator on 15 different PLI testing devices, so the user effect can be eliminated. The average \(K\) values calculated from both the modified PLI testing device and the results from 15 different PLI testing devices are found to be very close. Conversion coefficients (\(K\)) obtained by averaging the results of 15 different testing devices vary between 17.44 and 25.49. Also, the correlation coefficients (\(r\)) were found to vary in a wide range (0.21–0.92). If the effects caused by different operators are taken into account, these values will spread in a wider range. The conversion coefficient (\(K\)) obtained from the modified device is 20.01 and is very close to the mean \(K\) value obtained from the average of the results of 15 different PLI testing devices. This may imply that PLI tests have to be performed on many different conventional testing devices in order to obtain a reliable result. This, however, also means that more samples must be prepared and more time spent on data acquisition. It can be seen in Table

![Figure 13—PLI values from modified testing device vs. average from 15 different testing devices](image)
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VIII that device 12 yielded the highest r value, and devices 9 and 10 the lowest. It will always be debatable as to which device should be used in the determination of the true PLI value.

Table VIII also suggests that some PLI testing devices may not be reliable, as seen in the wide range of results. It should be noted that K values found in this study are close to those published in the literature. It can also be observed that K values should be determined separately for each rock type (Table IX).

Discussion and conclusion

PLI is known as an engineering design value that is simple, quick, cheap, and easy to determine and requires less time to prepare test specimens than other tests. Moreover, the PLI value is used to estimate the uniaxial compressive strength of intact rock. However, PLI values obtained from conventional testing devices may be questionable owing to the errors arising from different devices and operators. Hence, in order to obtain more accurate and more sensitive results, conventional testing devices need modifying in line with the ISRM suggested methods (1985, 2007) to eliminate the errors and disadvantages related to conventional devices and different operators. This is extremely important to ensure that correct values of rock strength are determined separately for each rock type (Table IX).

Seven different rock types were classified according to the strength classification suggested by Bieniawski (1974). For M-, A-, G-, and D-coded rocks, the strength class does not change for three different strength values. However, limestones coded K-1, K-2, and K-3 have been placed in a different rock class owing to the difference of ±0.22 MPa in the value of Is(50). This emphasizes the importance of how precisely Is(50) has to be determined. If there is 10 to 15% change in the specified Is(50) value this may not necessitate any class change if the strength of the rock is not too close to the limit/transition value. However, especially in weak and very weak rocks (<2 MPa) the changes in these ratios will cause the rock to be shifted into another class. Hence, in this study, it is emphasized that determination of Is(50) values under constant load and speed and without operator effect is of great importance, especially for very weak and weak rock groups. Although the rocks used in this study were

| Table VIII |
| Conversion coefficients (K) for predicting the uniaxial compressive strength of rocks |
| -- | K | 0.58 |
| -- | 0.70 |
| Modified PLI testing device | K and r value range for 15 different PLI testing devices |
| Average of 15 different PLI testing devices |
| Device 1 | 19.81 |
| Device 2 | 20.78 |
| Device 3 | 24.94 |
| Device 4 | 25.49 |
| Device 5 | 17.44 |
| Device 6 | 22.08 |
| Device 7 | 17.44 |
| Device 8 | 19.69 |
| Device 9 | 23.61 |
| Device 10 | 19.23 |
| Device 11 | 18.11 |
| Device 12 | 24.71 |
| Device 13 | 19.90 |
| Device 14 | 21.82 |
| Device 15 | 22.34 |

K: conversion coefficient; r: correlation coefficient

| Table IX |
| Conversion coefficients (K) for predicting uniaxial compressive strength of rocks |
| -- | K | Is(50) <5 MPa | Is(50) >5 MPa |
| -- | Is(50) >5 MPa |
| Modified PLI testing device |
| Average of 15 different PLI testing devices |
| K value range for 15 different PLI testing devices |

K: conversion coefficient; Is(50): point load index

Loading speed and discrete loading
Time to failure (too long or too short)
Lack of regular maintenance
Use of different types of jacking system
Indicator errors
The geometry of the conical platens
Distortion of conical platens from axis
In soft or weak rocks, penetration of the conical platens into the specimen
The effect of the length of loading arm (jack)
The effect of different operators.
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intact and in the medium strength class, there are significant differences in the experimental method and the results. It is understood that these differences, and the effects thereof, will be more pronounced in weak or very weak rocks.

The mean PLI values obtained from 15 different PLI testing devices and the conversion coefficients (A) were very close to the values acquired from the modified PLI testing device. However, the correlation coefficients of the values obtained from 15 different devices were found to have a high degree of scatter. Although all the experiments were performed on the same samples by the same operator using the 15 different PLI devices, the standard deviations in the PLI values were higher than anticipated. The higher standard deviation values can therefore be ascribed to errors inherent in the conventional testing devices. On the other hand, standard deviations in the PLI values obtained from the modified testing device were lower, and the correlation coefficients were found to be high and very significant. Based on these facts, the modified PLI testing device can be recommended as yielding more reliable results than conventional testing devices.

PLI testing is used to estimate the strength of intact rock and can be applied in both the laboratory and in the field. As well known, the distribution of the data obtained from laboratory and field tests may vary. The PLI testing method should be applied in a laboratory in cases where standard test specimens cannot be prepared to determine the uniaxial compressive strength of an intact rock. Hence, the PLI test becomes very useful for estimating the strength of intact rock. Several researchers have commented on the difficulties encountered in preparing specimens for the determination of UCS value in weak rocks. In such cases, the use of a PLI testing device will become invaluable for the determination of the strength of intact rocks. It has often been reported that care must be taken in the determination of the strength of weak rocks. The modified PLI testing device has the advantage of being able to appropriately test weak rocks.

Conventional portable PLI testing devices can still be used to predict the strength of intact rocks, despite the known errors and disadvantages mentioned in this study. This study has demonstrated that variations in PLI values depend on the test device and testing method. Hence, the reliability of the PLI values obtained may be questioned. In this investigation, a total of 154 scientific studies were examined in detail. Only four of the studies were seen to include the data of the PLI tests implemented in the field. In other words, only 2.5% of the studies conducted on PLI testing were actually carried out in the field.
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Operator influence on the loading process at LKAB’s iron ore mines
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Synopsis

The loading process in sublevel caving mines entails loading material from the drawpoint using load haul dump machines that transport the material to orepasses or trucks, depending on the mine conditions. When each bucket is drawn from the drawpoint, a decision must be made as to whether loading should continue or be stopped and the next ring blasted. The decision to abandon the drawpoint is irrevocable, as it is followed by the blasting of the next ring. Abandonment of the drawpoint too early leads to ore losses and inefficient use of ore resources. Loading beyond the optimal point increases dilution as well as mining costs.

The experience of the LHD operators is an important basis for manual drawpoint control. However, it has been difficult to establish which specific factors manual drawpoint control is based on. To try to shed more light on these factors we analysed the operators’ experiences at LKAB’s Kiirunavaara and Malmberget iron ore mines. The operators in the two mines completed a questionnaire on the current loading practices and the process of deciding to abandon ‘normal’ rings, opening rings, and rings with loading issues.

It was found that in both case study mines, most decisions on the abandonment of drawpoints are made by the operators. The more experienced operators tend to make more decisions themselves rather than rely on support from the existing support functions.

Keywords

loading process, operator influence, decision control, sublevel caving, load haul dump machine, draw control.

Introduction

The process of loading in the sublevel caving (SLC) mining method is difficult, as a large amount of material is loaded from a drawpoint with a small cross-section, while at the same time material flows down from the top of the drawbell, filling the void left by the material removed (Dunstan and Power, 2011) (Figure 1). Then, the loaded material is either hauled by load haul dump (LHD) machines to orepasses or dumped into trucks, depending on production conditions. Loading at the drawpoint begins after a production ring is blasted and clearance is given for loading.

The blasted material swells and fills the drawpoint to form a muckpile; the spread and angle of the muckpile’s slope vary during loading. According to Kvapil (2008), for good extraction, an ideally blasted ring creates a muckpile which fills the drawpoint, as shown in Figure 2.

Sublevel caving includes a series of unit operations: drilling, blasting, loading, and transportation.ertools.

![Figure 1—Loading at a drawpoint (Dunstan and Power, 2011)](image-url)
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of material. Each unit operation generates a large amount of data that is used to plan the subsequent processes and monitor the mining operation. The systematic recording, storing, and delivering of mining-related information is vital for today’s highly mechanized mining operations.

The ore recovery, dilution, and extraction rate are determined and controlled at the drawpoint. Here, the overall production plans depend on a fundamental decision – as each bucket is drawn, the operator must decide to either continue loading or to abandon the drawpoint. A decision to abandon the drawpoint is irrevocable, since it is followed by the blasting of the next ring. Premature abandonment of the drawpoint leads to ore losses and inefficient use of ore resources. Continuing to load beyond the optimum point, however, results in increased dilution and increased production costs. Decisions to stop or to continue loading must consider factors such as the current ore grade, extraction ratio, indication of remaining ore above the loading point, metal price, cut-off grades, processing costs, and the possibility of recovering the remaining ore at lower levels.

In other words, the SLC loading process depends on various mining, geological, and economic parameters. In order to balance these vastly different, but equally important parameters, a set of rules and guidelines must be established (Shekhar, Gustafson, and Schunnesson, 2016). This is generally termed the ‘draw control strategy’. A draw control strategy incorporates the sequencing and scheduling of development, production, and material handling systems, with the dual objective of minimizing mining costs and dilution (Smith and Rahal, 2001). A good draw control strategy creates an optimal balance of ore dilution and ore recovery, balancing production demands with loading procedures and resource efficiency.

Table I

<table>
<thead>
<tr>
<th>Loading issue</th>
<th>Problem</th>
<th>Source of issue</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor brow condition</td>
<td>Uneven material flow, scattered muck profile, difficulty approaching drawpoint</td>
<td>Blasting damage from development and/or poor mine support (Bull and Page, 2000; Kvapil, 2008)</td>
<td>Poor ore recovery and increased dilution</td>
</tr>
<tr>
<td>Brow failure</td>
<td>Loading cannot be done, next set of rings re-drilled</td>
<td>Poor support and/or blasting damage from production blast (Baase, Diment and Petrina, 1982; Bull and Page, 2000; Kvapil, 2008)</td>
<td>Poor ore recovery</td>
</tr>
<tr>
<td>Bridging</td>
<td>Preferential flow of dilution and eventual ring freezing</td>
<td>Toe left due to poor blasting, which grows (Bull and Page, 2000)</td>
<td>Poor ore recovery and increased dilution</td>
</tr>
<tr>
<td>Walls</td>
<td>Over-compaction of caved material</td>
<td>Overcharging or double ring blasting (Brunton, 2009)</td>
<td>Poor ore recovery</td>
</tr>
<tr>
<td>Ring freezing</td>
<td>No flow or interrupted flow of material</td>
<td>Over-burdening or over-consolidation of waste (Gustafsson, 1998; Bull and Page, 2000)</td>
<td>Poor ore recovery</td>
</tr>
<tr>
<td>Rib formation</td>
<td>Unbroken or partially broken ore around the side holes</td>
<td>Poor drilling and blasting or poor mine design (Bull and Page, 2000)</td>
<td>Poor ore recovery</td>
</tr>
<tr>
<td>Hangups</td>
<td>Uneven flow of material with premature dilution by fine waste material</td>
<td>Poor fragmentation (Kvapil, 2008)</td>
<td>Increased dilution</td>
</tr>
<tr>
<td>Wedge failures/large-scale cave slides</td>
<td>Damage to pre-drilled production holes and underground infrastructure</td>
<td>Discontinuous caving or other stability issues (Bull and Page, 2000)</td>
<td>More support and re-drilling required</td>
</tr>
<tr>
<td>Overhangs</td>
<td>Damage to holes and structures</td>
<td>Delayed caving of material (Bull and Page, 2000; Gustafsson, 1998)</td>
<td>More support and re-drilling required</td>
</tr>
<tr>
<td>Blast-hole damage</td>
<td>Delay in blasting and loading</td>
<td>Blasting damage or poor geological conditions (Brunton, 2009)</td>
<td>Re-drilling required</td>
</tr>
<tr>
<td>Overcharging</td>
<td>Increased consumption of explosives and back-break</td>
<td>Cracks or openings in the holes (Brunton, 2009)</td>
<td>Increased explosive cost</td>
</tr>
<tr>
<td>Air blast</td>
<td>No material flow initially and damage to structures</td>
<td>Delayed caving (Bull and Page, 2000)</td>
<td>Increased support costs</td>
</tr>
</tbody>
</table>
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Loading at the drawpoint can be halted or delayed due to a variety of loading issues (Cokayne, 1982), adversely affecting the resource efficiency. These issues include poor mine design or poor drilling or blasting practices, as listed in Table I. At the Swedish mining company Luossavaara Kiirunavaara AB (LKAB), loading at the drawpoint is sometimes stopped early because of loading issues such as hangups, brow failure, pillar failure, intrusions, poor fragmentation, or ring freeze (Shekhar, Gustafson, and Schunnesson, 2016).

Many decisions (how much to load from a drawpoint, the identification of different loading issues, and the action taken, etc.) are based on the LHD operator’s personal experience and practical knowledge. This experience is today an important foundation for manual drawpoint control. However, it is difficult to define which factors manual drawpoint control is based on.

The purpose with this study is to investigate the experience of the LHD operators in LKAB’s Kiirunavaara and Malmberget mines to obtain a better understanding of current loading practices and the decision-making processes involved in abandoning ‘normal’ rings, opening rings, and rings with loading issues (e.g. brow failure, pillar failure, or ring freeze). Furthermore, in order to improve a draw control model it is important to include the operator’s experience, since the operators can override any suggestion provided by the existing drawpoint control system.

Methodology

To understand how LHD operators influence the process of loading and decision-making, the LHD operators at LKAB’s Kiirunavaara and Malmberget mines completed a questionnaire. Findings were combined with a study of the mine’s internal documents and reports, and various scientific reports and articles.

Questionnaire study

The total number of questionnaire respondents was 59 in the Kiirunavaara mine and 62 in the Malmberget mine, corresponding to 74% and 100% of all LHD operators respectively. The lower number of respondents at Kiirunavaara can be explained by the fact that many of the operators were not working at the time of the study. However, the respondents still included operators from all shift teams in both mines and can therefore be seen as representative.

The questionnaire contained 34 questions; 24 were closed questions (with alternative answers) and 10 were open questions (the respondent composed the answer). The questionnaires were handed to the operators in person and answered right away in the presence of the interviewer. This ensured that a large number of questions were answered.

The questionnaire aimed at investigating:

- The organizational structure of the mines
- The general loading process
- The decision process in abandoning a normal ring
- The decision process in abandoning an opening ring
- The decision process in abandoning a ring with loading issues
- The person responsible for abandoning a ring with loading issues
- The differences between operators, depending on loading experience.

Mine site descriptions

The mines selected for this study were LKAB’s two underground iron ore mines: Kiirunavaara and Malmberget. Both use sublevel caving (SLC) as the mining method.

LKAB uses different information systems to support the unit operations at these mines. The three support systems used for the loading operation are GIRON, the Wireless Loader Information System (WOLIS), and the Loadrite scoop weighing system. GIRON is an application tool which creates, stores, and displays mine-related data used during different unit operations (Adlerborn and Selberg, 2008). The application also communicates with other mine systems by sending and receiving data. WOLIS is used to transfer data from the LHDs to a database (Adlerborn and Selberg, 2008); it is a control, decision, and support system that provides automatically generated production data to the operator and to the mine control group. The Loadrite scoop weighing system is installed on the LHD machines to weigh the load of the bucket (Davison, 1996). It measures the hydraulic pressure in the lift cylinders of the LHD’s arms connecting the bucket to the machine. It then converts this hydraulic pressure into a weight and a Fe grade (Davison, 1996) which is displayed for the operators inside the LHD through the WOLIS system.

Figure 3—Current haulage system in the Kiirunavaara mine (Courtesy of LKAB)
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LHD operation is not a continuous process, and the LHD machines operate only when needed. Loading is prohibited immediately after blasting because noxious gases are produced by the detonation of explosives. Loading cannot be resumed until the area has been adequately ventilated.

The Kiirunavaara mine

The Kiirunavaara orebody consists of a magnetite-rich magmatic intrusion. The orebody is about 4 km along the strike (N10°E) with an average width of around 80 m, dipping at about 60°SE towards Kiruna city (Nordqvist and Wimmer, 2014). The ore initially mined was pure magnetite, but the magnetite content has dropped to 65 to 70%, with the remainder consisting of impurities such as apatite, calcite, or phosphate minerals. The average iron content of the orebody is 64% (Nordqvist and Wimmer, 2014). The thickness of the orebody increases with depth, especially in the northern part where it can be up to 200 m (Rutanen, 2011).

The mine is divided into 10 main production areas (Figure 3). The key loading equipment for production is Sandvik LH625E electric LHDs with a bucket capacity of 25 t.

The LHDs load the ore from drawpoints and haul it to one out of seven orepasses located in each production block. Trains, operating on the main level, transport the ore from the orepasses to crushers, from where it is carried by belt conveyors to the hoisting system. To conform to mining restrictions, before mining moves to the subsequent block, the preceding one must maintain continuous production until all available ore is removed.

The Malmberget mine

The Malmberget mine consists of about 20 orebodies, of which 13 are currently being mined with varying rates of production (Savilahti and Jonsson, 2013). The orebodies consist of an apatite iron ore, and the country rock is metamorphosed and deformed volcanics of felsic to mafic composition, referred to at the mine as leptites. The deposit stretches 5 km in the EW direction and 2.5 km in the NS direction. The ore minerals comprise magnetite (95%) and haematite (5%), and the grade varies from 49% to 63% for different orebodies. The width of the orebodies varies from 20 to 100 m, and the tonnage of individual blocks varies from 5 Mt to 250 Mt.

The Malmberget mine uses 13 diesel-powered LHD machines with a loading capacity of 21 t. These machines, manufactured by Sandvik or Caterpillar, went into production between 2005 and 2013.

Organization

Loading of the fragmented ore from the drawpoint is a continuous process at LKAB and requires appropriate manpower and equipment utilization. The loading section controls the loading process at both mines and decides on the procedures and criteria to be employed for loading at the drawpoints.

The Kiirunavaara mine

The organizational chart for the loading section at the Kiirunavaara mine is shown in Figure 4. This paper focuses on the loading section, which is responsible for loading material at the drawpoint.

The involvement of mine personnel in loading is described below:

➤ Loading control
- The loading control group provide information about which drawpoints should be loaded and which drawpoints should be closed (personal communications, 2016). They also deal with short-term mine sequencing and scheduling. They use the Giron and WOLIS systems to follow and control the loading operation. These systems provide information on which drawpoints should remain operational and which are to be abandoned. Loading control assists the loading team and the production team by updating and improving the different information systems used during loading.

➤ Loading
- Production managers: Two production managers head the loading operation at Kiirunavaara mine. They are in charge of the LHD operators and assign them to different production areas (personal communications, 2016).
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• Production leaders: A total of three production leaders are deployed in the shifts with LHD operators and provide directions to operators based on information from the production manager and loading control (personal communications, 2016). The production leaders work in rotation with two people on and one off every week (all seven days).

• LHD operators: The Kiirunavaara mine has 81 LHD operators who load the material at drawpoints and transport it to dumping points (personal communication, 2016).

Figure 5 shows the shift roster for the LHD operators at the Kiirunavaara mine. The mine has a total of four shifts: morning (05:00-13:48), day (7:18-16:06), afternoon (14:30-23:12), and evening (16:00-01:00). The mine shifts overlap. In the morning and day shifts, each LHD is operated by two operators in turn so as to use it as effectively as possible. The duration of the loading periods varies between 1 hour and 2.3 hours, as shown in Figure 5 (personal communications, LKAB, 2016).

The morning shift commences at 05:00, but the LHD operator actually begins loading from the drawpoint at around 5:45 (due to the time needed to travel from the surface to production areas underground) and continues loading until 08:00. Thereafter, the LHD operator from the day shift takes over until 09:00, relieving the second operator who then takes a break. The evening shift runs at a slightly reduced manpower capacity, which means there is not always an overlap in personnel between the afternoon and evening shifts. Overall, the LHD operators are divided into seven groups. The first five groups are assigned to work in the morning, day, and afternoon shifts. The groups rotate in a morning/afternoon/week off/day/week-off pattern, so in any given week, three groups are at work and two others have time off. The remaining two of the seven groups work alternate weeks and operate the evening shift (personal communications LKAB, 2016).

The Malmberget mine

The organizational structure and manpower distribution in the Malmberget mine are slightly different from the Kiirunavaara mine. Figure 6 shows the organizational structure for the loading and transportation section at Malmberget.

The mine personnel involved in loading are organized as follows.

➤ Loading control
  • Loading control provides information about which drawpoints should be loaded and which drawpoints are to be closed (personal communications, 2016). They also deal with short-term mine sequencing and scheduling.

Loading control handles the loading criteria and the daily planning of the loading activities and uses Giron and WOLIS to follow up the loading. These systems provide information on which drawpoints should remain operational and which are to be abandoned. The loading control group consists of four production leaders who work in rotation, with three people working the morning, day, and afternoon shifts and one person with the week off.

➤ Loading areas 1 and 2
  • Production manager: Loading is divided into two areas, area 1 and area 2, each with its own production manager. They are in charge of handling the LHD operators and assigning them to different production areas (personal communications, 2016).

• LHD operators: The Malmberget mine has a total of 59 LHD operators employed by LKAB (personal communication, 2016). They perform the loading of the material at the draw point. There are also a number of LHD operators working for an external contractor operating in one part of the mine. These operators were not included in this study.
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Figure 7 shows the Malmberget shift design. The mine has a total of five shifts: morning (05:00-13:12), day (07:00-15:12), afternoon (13:54-22:00), evening (15:54-24:00), and night (22:00-06:00). As in the Kiirunavaara mine, the shifts overlap, making the LHD utilization as efficient as possible. The duration of a loading period is constant (2 hours 15 minutes), except for the first and last loading periods (2 hours) of the day, as shown in Figure 7.

The morning shifts commences at 05:00, but the LHD operator actually begins loading from the drawpoint at around 5:45 (time taken to travel from surface to production areas underground) and continues loading until 07:45. Thereafter, the LHD operator from the day shift takes over until 10:00, and the first one resumes at 10:00 (personal communications, 2016), as in the Kiirunavaara mine. The practice is followed for the first four shifts, as shown in Figure 7. The fifth shift or the night shift has two operators working 23:15 to 06:00. The LHD operators are divided into eight groups. The first six groups are assigned to work the morning, day, afternoon, and evening shifts (personal communications LKAB, 2016). The groups rotate in a morning/afternoon/week-off/day/evening/week-off pattern, so in any given week, four groups are at work and two are off (personal communications LKAB, 2016). The remaining two of the eight groups work alternate weeks on the night shift (personal communications LKAB, 2016).

Loading procedures

There are 81 LHD operators in the Kiirunavaara mine and 62 in the Malmberget mine. The experience of the operators in terms of years worked on LHDs, is slightly different in the two mines.
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(see Figure 8). The Malmberget mine has a higher percentage of recently employed operators than the Kiirunavaara mine. However, 43% of the operators at the Malmberget mine, and 50% at the Kiirunavaara mine, have been working 6 years or more.

In both mines, the operator’s task is to move the broken ore from the drawpoint to the orepass. Loading should be performed in such a way that it enables a good flow of the caved ore, maximizes ore recovery, and minimizes dilution. During loading, the operator takes loads alternately from the right and the left sides of the face, if possible.

The daily work routine of the operators is as follows.

- Performing daily maintenance on the machine and in the workplace
- Loading ore, according to plan, either to orepasses or on trucks
- Handling boulders
- Deciding whether to change drawpoint; reporting disturbances in WOLIS to the production coordinator.

Boulders in the Kiirunavaara mine are broken with a rock-breaker before being dumped in the orepass through a grizzly. The Malmberget mine has no grizzlies; boulders are broken by drilling and blasting in a nearby boulder drift.

Both mines use a draw control strategy based on bucket weights. The drawpoint monitoring system provides continuous ore grade information to the operator and to the managers for every loaded bucket (Nordqvist and Wimmer, 2014; Quinteiro, Larsson, and Hustrulid, 2001). Waste or ore percentage is plotted against the extraction ratio, and the resulting curve is displayed inside the LHD machine through WOLIS (Adlerborn and Selberg, 2008) (Figure 9). The bucket grade curve gives information on

Figure 8—Number of years’ experience loading for each operator

Figure 9—Waste versus bucket numbers (modified from Adlerborn and Selberg, 2008)
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The grade of the ore being loaded, which assists the operator to decide when to stop loading (Adlerborn and Selberg, 2008). The bucket grade curve is smoothed by considering a moving average for the last 15 buckets (Nordqvist and Wimmer, 2014).

The loading information displayed on the WOLIS screen (Figure 9) consists of the following (Adlerborn and Selberg, 2008):

1. The location from where the material is taken, including the drift and ring number.
2. The last bucket weight recorded by the system.
3. A graphical representation of the current ring being loaded showing the drill-holes, along with the neighbouring rings.
4. The current extraction ratio of the ring being loaded, as a percentage.
5. Status indicators showing if the system is connected to the weighing system and if it is connected to the WLAN, along with an indication of upload/download transfers.
6. A new window to register downtime, i.e. the duration and cause of the system being down or unusable.
7. A graphical representation of the total loading from the current ring. The system has four modes for graphical representation. The following can be plotted:
   (a) Iron percentage (Y axis) vs extraction ratio (X axis)
   (b) Waste percentage (Y axis) vs extraction ratio (X axis)
   (c) Bucket weight (Y axis) vs number of buckets loaded (X axis)
   (d) Waste percentage (Y axis) vs number of buckets loaded (X axis).

In Figure 6, the blue line shows the moving average property (iron percentage or bucket weight) and the red line the iron percentage of the last 25% (by units) of the extraction ratio. These two lines guide the operator’s decision to stop loading from a ring.

8. A new window showing if any charged holes are close to the current ring.

9. Additional data about the current ring displayed on the operator’s screen includes the present status of the ring, the iron percentage for the last 25% of the extraction ratio, tonnage loaded, planned tonnage, and iron percentage for bucket.

10. The final extraction ratio of the neighbouring drifts in the level above the present drawpoint.

At LKAB, each LHD operator can see the information, such as the extraction ratio and ore grade for the last 15 buckets, total planned tonnage, and tonnage extracted from the ring, on the WOLIS screen installed in the LHD. The information is used by the operator to decide if loading should be continued or discontinued at a particular drawpoint based on the loading criteria. If the information on the screen indicates that loading should be continued, loading is pursued; otherwise, the drawpoint is closed. However, if loading cannot be continued because of loading issues such as hangups, brow failure etc., the operator enters the reason for stopping loading in WOLIS and moves to the next active drawpoint for loading.

Loading of normal rings

The criteria guiding the loading process are called loading criteria and are part of draw control, along with loading procedures. Loading at the drawpoint is assisted by the WOLIS system in both the Kiirunavaara and the Malmberget mines; the system displays bucket weight and bucket grade, together with other ring properties. The extraction ratio is used as a loading criterion; this is the ratio of total tonnage of material loaded from the drawpoint to the planned tonnage of the ring.

In the Kiirunavaara mine, loading is normally continued to the fixed extraction ratio target communicated by the loading managers to the operators. In the Malmberget mine, three loading criteria must be met for a normal ring before the operator can/should stop loading and abandon the drawpoint: extraction ratio, Fe grade, and a negative trend on bucket weights.

When the decision is made to close a ring, the operator builds a catch wall to ensure the safety of the personnel who will charge the next fan in the drift. This wall must be approved by the charging personnel.

Loading of opening rings

The loading process and draw control of the opening rings near the hangingwall are guided by safety concerns. Drawpoints near the hangingwalls have an open cavern during the later stages of the draw; i.e. the hangingwalls have not yet caved or have just begun to cave, creating an open cavern above the drawpoint. Keeping this in mind, LHD operators load the material under the supported part of the drift. The current loading procedure dictates that no loading can be performed in an open cavern situation; i.e. loading is stopped when an opening is encountered at the drawpoint because of a gap between the muckpile and the supported part of the drawpoint. The final extraction ratio for rings near the hangingwall can vary from 35% to 70% in the Kiirunavaara mine.

Loading of rings with loading issues

Loading at the drawpoint is sometimes stopped early due to loading issues such as hangups, ring freeze, brow failure, etc. Poorly fragmented material at the drawpoint is still loaded, but the boulders are broken by a rock-breaker in the Kiirunavaara mine and by drilling and blasting in the Malmberget mine before being dumped into the orepass. The loading criteria are followed for drawpoints with poor fragmentation, but an inefficient filling of the bucket may cause inaccurate grade estimations. Loading issues, such as bridges, rib formation, walls, and overhangs, are difficult to detect during loading, and the only symptoms may be poor material flow, for which there are no separate loading criteria. The handling of hangups differs in the Kiirunavaara and Malmberget mines.

Decision process

The decision-making process for three types of situations was investigated, namely the abandonment of:

- ‘Normal’ rings
- Opening rings
- Rings with loading issues (hangups, brow failure etc.).

The decision-making process differs for each category of ring and for each mine.

With respect to the decision to stop loading a ‘normal’ ring and to blast the next fan, most operators in both mines said they make the decision themselves and inform the loading control group that they are abandoning the drawpoint (Figure 10). A slightly higher percentage of operators in the Malmberget mine discuss the closing of a draw point with the loading control group before a decision is taken, compared to Kiirunavaara mine. The
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The decision to abandon the ring is then made either by the operator or by the loading control group. Only occasionally does the loading control group take the final decision and instruct the operator to stop loading.

The decision to close an opening ring is different from the decision to close a normal ring. For opening rings, most operators said they can see at the drawpoint when it is time to stop loading (Figure 11). The majority of these answers (67% from the Kiirunavaara mine and 71% from the Malmberget mine) relate to seeing an open cavern above the drawpoint; this is an indication that it is time to stop loading and go on to blast the next ring. Note that these percentages also include the answers from the category ‘other’.

The next question dealt with the decision to stop loading for rings with loading issues. The answers show that most operators make a visual inspection to decide if loading can be continued safely (Figure 12). Interestingly, the number of operators asking the loading control group to come and visually inspect the drawpoint before closing it is higher in the Malmberget mine.

Overall, it is mainly the operator, either with or without assistance from the loading control group, who decides when to abandon drawpoints with loading issues. The operators in the Kiirunavaara mine are more likely to do so than those in the Malmberget mine (Figure 13), while the loading control group in the Malmberget mine makes the decision to close drawpoints more often than its fellow group in the Kiirunavaara mine.
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Differences depending on loading experience

The study also compared the process of deciding to abandon a drawpoint with loading issues among operators with different levels of loading experience. Operators with more than 10 years of experience make more decisions themselves than those with less experience (<10 years), with the latter relying more on the loading control group (Figure 14). Operators with less experience have a tendency to discuss the situation more often with the loading control group before a decision is made. After discussions, the decision is made slightly more often by the loading control group than by the operator. For the more experienced operators, however, the decision is more often theirs after discussions with the loading control group. In Figure 14, the Kiirunavaara and Malmberget mines are assessed together.

In the Kiirunavaara mine, rings with loading issues are closed depending on the experience of the operator. All experienced operators make a visual inspection before they decide if loading can continue safely (Figure 15). Fewer of the less experienced operators visually inspect the drawpoint before abandoning it.

In the Malmberget mine, the less experienced operators visually inspect drawpoints to a greater extent than the more experienced ones (Figure 16), but the loading control group is also more involved with inspecting the drawpoint for the less experienced operators, however, the decision is more often theirs after discussions with the loading control group. In Figure 14, the Kiirunavaara and Malmberget mines are assessed together.

Figure 12—How is the decision to stop loading made for rings with loading issues (hangups, brow failure, etc.)?

Figure 13—Who makes the final decision to abandon rings with loading issues (hang-ups, brow failure, etc.)?
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Figure 14—Who makes the final decision to abandon rings with loading issues (e.g. hang-ups, brow failure, etc.)?

Figure 15—How is the decision to stop loading made for rings with loading issues (hangups, brow failure etc.) in the Kiirunavaara mine?

experienced operators. The more experienced operators tend to make a visual inspection of the drawpoint and then decide if loading can be continued safely or to stop loading if there is no material flow at the drawpoint.

Concluding remarks
The experience of the LHD operators in LKAB’s Kiirunavaara and Malmberget mines was investigated to obtain a better understanding of current loading practices and the decision processes involved in abandoning ‘normal’ rings, opening rings, and rings with loading issues (e.g. brow failure, pillar failure, or ring freeze). The main findings from this study are as follows.

➤ In both mines, the operators make the majority of the decisions to close a drawpoint, so their experience is very important for the loading process. Operators can also override any suggestion made by the draw control system on when to close the drawpoints.

➤ The loading control groups are involved in decisions to close drawpoints, but the loading control group in the Malmberget mine is more involved than that in the Kiirunavaara mine.

➤ The more experienced operators tend to make more decisions themselves, while the less experienced operators rely more on support from the loading control group. There are more experienced operators at the Kiirunavaara mine...
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than the Malmberget mine, which explains the greater role of the loading control group at the latter.

There is some debate in the mines as to whether the main responsibility for, e.g. abandonment of drawpoints or decisions on rings with loading issues, should rest with the operator or with the loading control group.

- The general consensus is that the loading control group should be in charge of prioritizing the drifts to be loaded, while abandoning the rings should be a joint decision.
- Although the loading control group should assist operators by providing a second opinion, the common view in the two mines is that operators should make the final decisions themselves since they likely have the most experience of different situations.
- For rings with loading issues, the common view is that the loading control group should assume more responsibility for the decision to stop or to continue loading, since the decision is irrevocable.

The results from this study will be used towards the development of a new model for draw control in sublevel caving mines. The model will be tested as future work in the Kirunavarda mine.
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Au and Ag distribution in alloys produced from the smelting of printed circuit boards – an assessment using SEM-EDS, EPMA, and LA-ICP-MS analysis

C. Carelse¹, M. Manuel¹, D. Chetty¹, and A. Corfield¹

Synopsis

Electronic waste such as printed circuit boards (PCBs) often contains important concentrations of precious metals such as Au and Ag, which are typically recovered using pyrometallurgical methods as a first step. Understanding the phase chemistry and distribution of precious metals in alloys is of value to the pyrometallurgist, as this gives information on phase partitioning in the furnace. In the present study we aimed at determining the contributions of different phases to the Au and Ag contained in the alloy, using a combination of mineralogical techniques.

Three alloy samples were first subjected to scanning electron microscopy (SEM) to distinguish the phases present. Electron probe microanalysis (EPMA) was then performed to determine the compositions of the different phases. Modal phase abundance was obtained, and laser ablation inductively coupled plasma mass spectrometry (LA-ICP-MS) was then used to quantify Au and Ag in the identified phases. The Au and Ag deportments were derived from these inputs.

The results show that Au and Ag partition into all identified alloy phases, but principally into Cu and Pb alloy phases. Cu-rich phases containing Sn are the major hosts of Au and Ag, with the Pb phase in one sample also being a major host. The study demonstrates the success of a combined mineralogical approach incorporating LA-ICP-MS as a method of choice for detecting low concentrations of precious metals in alloy phases, and contributes to our understanding of precious metal partitioning during smelting of waste PCBs.
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Introduction

With modern-day advances in technology, more electronic waste (e-waste) is being generated (Hadi et al., 2015; Kim et al., 2010) and needs to be dealt with in an environmentally safe and economical manner. E-waste is a fast-growing waste stream in South Africa, with more than 322,000 t being produced annually according to the e-Waste Association of South Africa (eWASA). A huge problem facing this country is access to e-waste, as most e-waste is not recycled and is still stored or locked up in offices, households, in landfills, etc. Proper e-waste management systems are also not in place, adding to the amount of e-waste being landfilled. Only 10% of e-waste is being recycled (DEA, 2012).

Urban mining involves the recycling of e-waste. One form of e-waste is printed circuit boards (PCBs), which are found in electrical and electronic appliances such as televisions, mobile phones and laptops (Khaliq et al., 2014). These PCBs often contain considerable amounts of valuable metals, up to 40%, (Luda, 2011) including precious metals (PM) such as Au and Ag. Recycling of these PCBs is a profitable business in developed countries (Chatterjee and Kumar, 2009). The main economic driver for PCB recycling is the recovery of PM and copper, with more than 70% of the contained value in PCBs being contributed by the PM (Cui and Zhang, 2008). Not only is metal recovery from PCBs economically attractive; it reduces the amount of hazardous waste being landfilled and results in high savings in energy consumption compared to processing metal from ores (Cayumill et al., 2016; Cui and Forssberg, 2003).

E-waste is recycled for its metal content using technologies in pyrometallurgy, hydrometallurgy, biohydrometallurgy, and mechanical processing (Kamberović et al., 2009). E-waste recycling has been dominated by pyrometallurgical routes for the past three decades (Cui and Zhang, 2008). Large recycling and e-waste co-processing facilities such as Glencore’s Horne Smelter in Quebec, Canada, Boliden’s Rönnskär Smelter in Skelleftehamn, Sweden, and Umicore in Belgium all make use of pyrometallurgical processing for recycling of their e-waste. Umicore uses pyrometallurgy followed by hydrometallurgy, by smelting of the e-waste and concentrating the PM into a copper bullion and the rest of the metals into a lead slag. After leaching the copper, the residue is treated for its PM at a PM refinery (Hagelüken, 2006).
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Hydrometallurgy is extensively used in the downstream separation and refining of pyrometallurgical products. The emphasis has shifted in the last 10 years to hydrometallurgical techniques as a primary recovery method for PM (Cui and Zhang, 2008). Few companies globally, however, make use of this technique for direct recovery of PM.

Mintek in South Africa embarked on an urban mining research project employing pyrometallurgy, and subsequent hydrometallurgy, to recover PM and other metals from PCBs. The aim of the project was to develop a smelting process through which a wide range of e-wastes can be processed in a small DC arc furnace, recovering the valuable metals into an alloy which is amenable to downstream hydrometallurgical processing.

The present study applies a combined mineralogical approach to locate and quantify low concentrations of Au and Ag in alloys produced from the smelting of PCBs, and from this, to determine their deportment in the copper (Cu), iron (Fe), and lead (Pb) alloy phases produced. An initial assessment of the phases present, and their possible Au and Ag contents, was made using scanning electron microscopy (SEM) with standardless energy-dispersive spectrometry (EDS). These precious metals, however, were found to be below the detection capabilities of SEM. For this reason, laser ablation inductively coupled plasma mass spectrometry (LA-ICP-MS) was chosen to quantify these elements, given its much lower detection limits (typically in the ppm to ppb range).

Gold and silver were targeted as these metals are usually two of the most dominant PM in electronic PCBs and they add significantly to the potential value of PCBs (Szalatkiewicz, 2014). Moreover, the deportment of Au after smelting is of importance to the pyrometallurgist from a phase partitioning perspective. Federov and Volkov (2016), Lee, Oh, and Lee (1994), Martienssen (2007), and Predel (1991) describe the Au-Fe, Au-Cu, Au-Pb, Ag-Fe, Ag-Cu, and Ag-Pb binary systems. According to these authors, Au will preferentially partition between Cu and Pb phases, whereas Ag preferentially partitions into Pb phases, on the basis of density. Empirical data from mineralogical techniques such as SEM and LA-ICP-MS has great potential to validate such theories and may contribute value to the discipline.

LA-ICP-MS was considered due to its lower detection limits, compared with routine electron probe microanalysis (EPMA, with detection limits typically in hundreds of ppm), and SEM, so as to detect trace concentrations of elements in a given matrix. This technique is increasingly used for detection of trace elements in a variety of mineral matrices (Chen and Simonetti, 2013; Gilbert et al., 2014; Melcher et al., 2008) with detection limits down to ppb levels often achieved.

Trace element distribution data can in turn be used to calculate the bulk concentration of the trace element if the modal proportions of the different phases are known. This is particularly useful if bulk trace element concentrations are low, which may pose challenges for detection limits with routine bulk chemical assays. Authors such as Devos et al. (2000), Devos, Moor, and Liedeman (1999), Dussubieux et al. (2008), Dussubieux and Williams (2007), Dussubieux and Zelst (2004), Guillaume, Gratuze, and Barrandon (2007), and McCurdy, Woods, and Scrimshire (2005) have developed analytical methods for the analysis of ancient copper, gold, silver, nickel, and iron alloys using LA-ICP-MS.

Latkocz and Ghislain (2006) used LA-ICP-MS to analyse trace element content in industrial magnesium alloys as part of corrosion studies. In a similar vein, this paper looks at trace element analysis of Au and Ag as it applies to copper- and iron-base alloys generated from PCB smelting, and considers their distribution among the alloy phases.

Materials and methods

Alloy tap samples

Three tapped alloy samples (taps A, B, and C) from three different PCB smelting campaigns were selected for Au and Ag analysis to assess the PM distribution among the alloy phases. The three smelting campaigns were conducted to develop and illustrate a flexible smelting process to recover the PM contained in electronic waste into an alloy. The three tapped alloys were chosen based on their composition (copper-rich alloys) and also on the bulk Au, Ag, and Cu concentrations. Alloys with the highest Au, Ag, and Cu concentrations were chosen for this study, as these represented the best candidates for downstream recovery by leaching.

Tap A originated from a smelting campaign whereby pre-shredded (<50 mm in size) PCBs were smelted together with copper oxide (malachite-rich) ore and limestone to collect the valuable metals into a Cu alloy phase. The copper ore acted as a collector source. Low-grade PCBs (<40 ppm Au) were chosen to assess the effectiveness of the collection and therefore upgrading into the alloy phase. Approximately 2000 kg of PCBs were processed. The PCBs were manually fed to the furnace in 30 kg to 90 kg batches.

After the addition of each batch of feed, the metal and slag were tapped via the furnace tap-holes into refractory-lined ladles and allowed to solidify and cool before weighing and labelling. Tapped alloys with different bulk compositions were produced: those low in iron and high in copper, and alloys high in iron and low in copper. It was noted that for alloys low in iron, the solid iron phase may be dispersed in the copper matrix and flow out of the furnace together with the copper in a semi-homogenous alloy.

The appearances of the three alloys are shown in Figure 1.

Taps B and C originated from two different smelting campaigns involving the smelting of PCBs without the addition of copper ore as a collector, since it was found in the first campaign (tap A) that the collector diluted the valuable material content in the alloy. Iron- and copper-rich alloys were produced.

Tap B was formed by the feeding of shredded PCBs to a molten metal bath produced by the melting down of a metal heel (copper alloy) together with a synthetic slag mixture (silica, limestone, and alumina). Tap C was formed by heating a heel of copper scrap and feeding the PCBs in batches together with the synthetic slag mix.

For assaying of the feed PCBs, the PCBs were shredded to <10 mm, and crushed and milled to further reduce the particle size. All three alloy taps are high in copper with iron-rich inclusions.
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size. PCBs were taken directly from the conveyor belt underneath the feed hopper, milled, and screened. A typical bulk chemical assay of the feed PCBs is presented in Table I. For bulk chemical analysis of the alloy, sub-samples were taken from the alloy during each tap.

Physical inspection of the three tapped alloys shows great heterogeneity (Figure 1) in the alloy components, as well as the presence of admixed slag. Small pieces showing evidence of many phases at a visual scale were cut from the large ingots and prepared as polished sections for SEM, EPMA, and LA-ICP-MS analysis.

**Polished section preparation**

The cut pieces of each of the three tapped alloys were embedded in resin. The sample surfaces were initially ground using a 220 grit followed by grinding on 600 and 1000 grit grinding discs. The samples were then polished using diamond suspensions with particle sizes of 6 µm, 3 µm, and 1 µm. After polishing, the samples were cleaned with water followed by ethanol. For SEM and EPMA, the polished sections were coated with carbon by using an evaporative carbon coater.

**Scanning electron microscopy**

A metallographic investigation was conducted on the alloy phases in each of the three tapped alloys, using a Zeiss Evo MA15 scanning electron microscope with energy-dispersive spectroscopy (EDS). A voltage of 20 kV with a beam current of 3.3 nA was used. Typical detection limits for the SEM-EDS system are in the range 0.1–0.5 wt%. The study included identification of the different phases present, their textures and associations, inclusions, etc. This step is deemed important since it gives insight into what areas to target for LA-ICP-MS analysis and whether the alloy area targeted is representative of the overall structure (Meredith et al., 2011).

**Modal analysis of alloy phases**

Modal proportions of alloy phases were obtained using the Olympus Stream Essentials image processing software, which integrates a detection method that uses thresholding to reliably separate objects (particles, mineral phases) from the background (resin). A series of backscattered electron (BSE) images of each tapped alloy sample was imported into the software. Thresholds were selected for each alloy phase and the background. The final threshold image was then segmented and the count and measure function applied to calculate the area of each alloy phase in the image. The modal abundance of each alloy phase was then calculated from the area of that phase and, using assigned densities for each phase, the mass abundance was calculated.

**Electron probe microanalysis (EPMA)**

Analyses were performed using a Cameca SX50 electron microprobe equipped with four wavelength-dispersive spectrometers (WDS) and an energy-dispersive spectrometer (EDS). An accelerating voltage of 20 kV and a beam current of 30 nA were used, with a beam spot size of 5 µm. Pure metal standards were used to calibrate the system for the analysis of the Al, Si, Ti, Mn, Fe, Ni, Cu, Zn, Sn, Sb, and Pb contents of selected phases.

EPMA was performed to not only determine the composition of the different phases identified by SEM but also to obtain the Cu, Fe, and Pb concentrations for internal standardization in the LA-ICP-MS process.

**Laser ablation inductively coupled plasma mass spectrometry (LA-ICP-MS)**

Analyses were performed using a NEW WAVE 193 nm ArF excimer laser coupled to a Thermo Element XR high-resolution ICP-MS. Identical ablation conditions were used for standards and samples. Alloy phases were ablated using two ablation modes: lines and spots. Spot size was 15 µm and for lines a width of 25 µm was used. Analyses were conducted in a He atmosphere within the ablation cell and mixed with Ar gas before entering the plasma.

$^{65}$Cu was used as an internal standard for the Cu-rich phases, $^{56}$Fe for the Fe-rich phases, and $^{208}$Pb for the Pb-rich phases to monitor instrument drift and to correct for differences in ablation yield. Scanned masses were $^{65}$Fe, $^{64}$Cu, $^{107}$Ag, $^{197}$Au, and $^{208}$Pb. Data reduction was performed using the GLITTER laser ablation software.

The NIST 610 glass was used as calibration material for the Cu, Fe, and Pb alloy phases. Velasquez et al. (2018), using a femtosecond laser, showed that accurate results can be obtained for copper alloys using the NIST 610 as a calibration standard. A copper alloy standard, 39X 17868 (Brammer Standard Company) was used as reference material to assess the accuracy of Au and Ag determination in the Cu-rich phases. Accuracies of between 2% and 16% were achieved for Ag, and between 13% and 34% for Au. The poorer accuracy for Au can be ascribed to the heterogeneity of the 39X 17868 standard, as it was not manufactured specifically for LA-ICP-MS analysis and does not have good homogeneity on the finer micrometre scale.

In the absence of a suitable matrix-matched Fe alloy reference material containing Au and Ag, the BCR-2G glass standard was used. The BCR-2G contains about 9.63 wt% Fe; the Fe-rich samples, in comparison, contained between 60 and 87 wt% Fe. The BCR-2G contains no Au, therefore only the accuracy of Ag

### Table I

**Typical bulk chemistry of feed PCBs (mass%)**

<table>
<thead>
<tr>
<th>Element</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>740.04*</td>
</tr>
<tr>
<td>Au</td>
<td>54.88*</td>
</tr>
<tr>
<td>Mg</td>
<td>0.21</td>
</tr>
<tr>
<td>Al</td>
<td>6.01</td>
</tr>
<tr>
<td>Si</td>
<td>3.33</td>
</tr>
<tr>
<td>Ca</td>
<td>2.4</td>
</tr>
<tr>
<td>Ti</td>
<td>0.28</td>
</tr>
<tr>
<td>V</td>
<td>b.d.l</td>
</tr>
<tr>
<td>Cr</td>
<td>0.065</td>
</tr>
<tr>
<td>Mn</td>
<td>0.97</td>
</tr>
<tr>
<td>Fe</td>
<td>10.43</td>
</tr>
<tr>
<td>Co</td>
<td>0.05</td>
</tr>
<tr>
<td>Ni</td>
<td>0.71</td>
</tr>
<tr>
<td>Cu</td>
<td>17.16</td>
</tr>
<tr>
<td>Zn</td>
<td>1.98</td>
</tr>
<tr>
<td>Pb</td>
<td>1.70</td>
</tr>
<tr>
<td>C</td>
<td>23.20</td>
</tr>
<tr>
<td>Sn</td>
<td>3.015</td>
</tr>
<tr>
<td>As</td>
<td>0.05</td>
</tr>
<tr>
<td>K</td>
<td>0.014</td>
</tr>
<tr>
<td>Sb</td>
<td>0.21</td>
</tr>
<tr>
<td>P</td>
<td>0.05</td>
</tr>
<tr>
<td>S</td>
<td>0.07</td>
</tr>
<tr>
<td>Pd</td>
<td>21.50*</td>
</tr>
<tr>
<td>Pt</td>
<td>22.16*</td>
</tr>
</tbody>
</table>

b.d.l below detection limit (0.05%), * ppm
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determination was assessed. Accuracies of between 35 and 74% were obtained for Ag, which was expected given the non-matrix-matched character of the standards used.

A suitable matrix-matched lead alloy reference material containing Au and/or Ag could not be sourced. A tin/lead standard, NF43-2 (Brammer Standard Company) was analysed to check the accuracy for Au and Ag. Accuracies within 11% and 43% were obtained for Ag and Au, respectively. The poorer accuracy on Au can be ascribed to the heterogeneity of this standard with respect to Au as it was also not manufactured for a microanalytical technique such as LA-ICP-MS.

The Pb phase of tap C was smaller than 5 µm, and could not be analysed with the laser, as insufficient energy reached the standards and samples at a spot size of 2 µm and 1 µm, resulting in no signal. The use of such small spot sizes (2 µm) requires further investigation.

Results

Bulk chemical assays

Table II lists the bulk chemical assay results for the three tapped alloys. Taps B and C are more enriched in Au and Ag compared to tap A. Tap C is the most enriched in Ag (2000 ppm) and tap B the most enriched in Au (190 ppm). Tap A is more enriched in Cu, Pb, and Sn than taps B and C. The lower Au and Ag contents of alloy tap A are a result of the compositional character of the feed PCBs used, which were low in Au.

Alloy phase characteristics

Phase distinction and textural characteristics

Metallographic investigation of the three tapped alloys indicated considerable heterogeneity, which is a direct result of the inherent heterogeneous nature of the feed PCBs. Table III lists the different phases present in each tapped alloy, together with their relative abundance in mass percentage. The latter was determined by means of point counting using the Olympus Stream Essentials image processing software.

Five alloy phases were identified based on EDS analysis, namely a Pb phase, a Fe-Si phase, a Fe-Cu phase, and two Cu-Sn phases. The two Cu-Sn phases, based on their Cu and Sn concentrations, are herein referred to as Cu-Sn (H) and Cu-Sn (L), where the former indicates a high Sn content (> 6 wt%) and the latter a low Sn content (< 6 wt%). Figure 2 to Figure 4 presents images illustrating the above-mentioned phases in each of the three tapped alloys.

Tap A is a Cu-Sn (L) matrix alloy with generally round globules of the Fe-Cu phase. Globules range from <10 µm to >100 µm in size. The Pb phase, present as randomly distributed droplets, is quite common and coarser (up to 50 µm in diameter) than in the other two taps. Tap B consists of a Cu-Sn (H) and Cu-Sn (L) matrix with generally small (< 25 µm in diameter) bleb-shaped inclusions of Pb and an octahedral Fe-Si phase. Tap C is a Cu-Sn (L) matrix alloy with round to irregular-shaped globules of Fe-Si (Figure 4). Pb is also present and is generally < 5 µm in size.

The different textures and alloy phases observed in the three tapped alloys can be linked to the different pyrometallurgical recipes used (variables such as temperature, collectors, fluxes, cooling rate, etc.). Tap A was formed by the addition of copper oxide ore as a collector, and taps B and C without copper ore as a collector. For tap B, a metal heel (copper alloy) was melted down whereas in tap C, a heel of copper scrap was heated together with

Table II

<table>
<thead>
<tr>
<th>Tap</th>
<th>Al</th>
<th>C</th>
<th>Cr</th>
<th>Cu</th>
<th>Fe</th>
<th>Mn</th>
<th>Ni</th>
<th>Pb</th>
<th>S</th>
<th>Si</th>
<th>Sn</th>
<th>Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>n.a.</td>
<td>0.04</td>
<td>b.d.l</td>
<td>89</td>
<td>4.93</td>
<td>b.d.l</td>
<td>0.69</td>
<td>1.99</td>
<td>0.18</td>
<td>b.d.l</td>
<td>6.81</td>
<td>b.d.l</td>
</tr>
<tr>
<td>B</td>
<td>3.24</td>
<td>0.17</td>
<td>0.44</td>
<td>46.2</td>
<td>27.75</td>
<td>1.1</td>
<td>1.8</td>
<td>0.28</td>
<td>0.01</td>
<td>12</td>
<td>5.38</td>
<td>0.37</td>
</tr>
<tr>
<td>C</td>
<td>1.84</td>
<td>0.09</td>
<td>0.21</td>
<td>69.2</td>
<td>15.2</td>
<td>0.63</td>
<td>1.01</td>
<td>0.24</td>
<td>0.01</td>
<td>6.99</td>
<td>4.78</td>
<td>0.1</td>
</tr>
</tbody>
</table>

n.a. not analysed, b.d.l below detection limit, detection limit (0.05%), *ppm unless otherwise stated

Table III

<table>
<thead>
<tr>
<th>Alloy phases identified and abundance</th>
<th>Tap A</th>
<th>Tap B</th>
<th>Tap C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu-Sn (L)</td>
<td>76.4%</td>
<td>56.4%</td>
<td>89.1%</td>
</tr>
<tr>
<td>Cu-Sn (H)</td>
<td>0.0%</td>
<td>27.2%</td>
<td>n.d.</td>
</tr>
<tr>
<td>Fe-Si</td>
<td>0.0%</td>
<td>16.0%</td>
<td>10.9%</td>
</tr>
<tr>
<td>Fe-Cu</td>
<td>22.9%</td>
<td>n.d.</td>
<td>n.d.</td>
</tr>
<tr>
<td>Pb</td>
<td>0.7%</td>
<td>0.4%</td>
<td>&lt;0.1%</td>
</tr>
</tbody>
</table>

n.d not detected

Figure 2—Backscattered electron image of tap A alloy illustrating the different alloy phases identified by SEM
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The varying and complex compositional characteristics of the feed PCBs also plays a significant role in the phases that can form. Although a typical composition of the feed PCB is provided (Table I), the relative enrichment in Pb of tap A relative to taps B and C (Table II) may point to compositional variability in the feed PCB batches used to generate each tap sample. Larger and more abundant Pb droplets formed in tap A compared to taps B and C (Figure 3 and Figure 4), in which much smaller and less abundant lead droplets formed. Tin and silica were also present in the feed PCBs and hence in the formed tapped alloys.

Quantitative phase chemistry

Table IV lists the average elemental compositions of the phases identified by SEM, as determined by EPMA. The full set of raw data is available on request. It is important to note that concentrations below detection were assigned a value of zero for the purpose of calculating the average concentrations, which will be underestimated as a consequence.

The Cu-Sn (L) phase, present in all three taps, has an average Cu content of between 85.27 and 93.04 wt%. Tin content is generally below 6.00 wt%. The Cu-Sn (H) phase, found only in tap B, has a Sn content of up to 22.10 wt%.

The Fe-Si phases of taps B and C have Fe contents of 63.00 wt% and 85.24 wt% respectively. The Fe-Si phase of tap B has a higher silica content of 32.63 wt% compared to tap C (9.41 wt%).

The Pb-rich phases of taps A and C contain some Cu (up to 6.73 wt%), whereas the Pb phase of tap B contains some Sb (1.46 wt%).

Gold and silver deportment in alloy phases

Gold and silver concentrations were quantified in the Cu-rich, Fe-rich, and Pb-rich phases of the three tapped alloys using LA-ICP-MS (Table V). As mentioned in the LA-ICP-MS method section, the Pb phase of tap C could not be analysed due to the laser providing insufficient energy at small spot sizes (< 2 µm). Full data-sets are available upon request.

Gold and silver were found to be most enriched in the Pb phase of tap A, with average Au and Ag contents of 2.802 ppm and 10% respectively. Silver is also most enriched in the Pb phase of tap B, with an average Ag content of 7.582 ppm.

The two Cu-Sn phases, Cu-Sn (L) and Cu-Sn (H), are more enriched in Au and Ag than the Fe phases (Fe-Si and Fe-Cu). The Cu-rich phases contain average Au contents in the order of 10 to 100 ppm, whereas the Fe-rich phases contain in the order of 1 to 10 ppm Au.

The Cu-Sn (L) phase of tap B is more enriched in Au, with an average Au concentration of 257.8 ppm, and tap A the least enriched (39.9 ppm). The Cu-Sn (H) phase is more Au-enriched than the Cu-Sn (L) phase, with the Cu-Sn (H) phase of tap B having an average Au concentration of 329.3 ppm.

Silver concentrations in the Cu-rich phases are in the order of 1000 ppm. The Cu-Sn (L) phase of tap B has the highest average Ag content of 7.189 ppm.

The Fe-rich phases are the least enriched in Au and Ag, especially the Fe-Si phase of tap C. Gold and silver contents are in the low ppm ranges in these phases (3.9–23.8 ppm for Au, 9.2–358.3 ppm for Ag).

Analysis by LA-ICP-MS revealed the presence of Ag and Au in all identified alloy phases but one (the Pb phase of tap C). Gold and silver are heterogeneously distributed across the various alloy phases, with the Pb phase being the most enriched in Au and Ag followed by the Cu-rich phases. Au and Ag are heterogeneously distributed not only across the alloy phases, but also in a given alloy phase as indicated by the large standard deviations around the averages (Table V).

The partitioning of Au and Ag into Pb, Cu, and Fe can be explained by referring to the Au-Fe, Au-Cu, Au-Pb, Ag-Fe, Ag-Cu, and Ag-Pb binary phase diagrams of Fedorov and Volkov (2016), Lee, Oh, and Lee (1994), Martienssen (2007), and Predel (1991). According to these authors, Au will preferentially partition between Cu and Pb phases, whereas Ag preferentially partitions into Pb phases, on the basis of density.

Au and Ag deportment in alloy phases

Gold and silver deportment was calculated, using the LA-ICP-MS results, to determine the contribution of each alloy phase in terms of Au and Ag and to determine the total Au and Ag contained in each of the three tapped alloy samples. For tap C, the Au and Ag deportment does not include the contribution from the Pb phase as it could not be analysed with the laser. Deportment...
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Calculations were done by using the average Au and Ag concentrations and the modal proportions of the different phases determined by image analysis.

Figure 5 and Figure 6 illustrate the contribution of each alloy phase, in ppm, in terms of Au and Ag for each of the three tapped alloys as well as the total Au and Ag for each alloy. Figure 7 and Figure 8 illustrate the Au and Ag deportment, in per cent, as pie charts.

For tap A, the majority of the Au (29.8 ppm) and Ag (1 153 ppm) is contributed by the Cu-Sn (L) phase (Figure 5 and Figure 6). This corresponds to 58.2% of the total Au and 60.9% of the total Ag (Figure 7 and Figure 8). The Fe-Cu phase hosts

Table IV

<table>
<thead>
<tr>
<th>Phase</th>
<th>Tap</th>
<th>n</th>
<th>Al</th>
<th>Si</th>
<th>Ti</th>
<th>Mn</th>
<th>Fe</th>
<th>Ni</th>
<th>Cu</th>
<th>Zn</th>
<th>Sn</th>
<th>Sb</th>
<th>Pb</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe-Si</td>
<td>B</td>
<td>12</td>
<td>0.93</td>
<td>32.63</td>
<td>b.d.l</td>
<td>1.11</td>
<td>63.00</td>
<td>2.03</td>
<td>0.35</td>
<td>0.04</td>
<td>b.d.l</td>
<td>b.d.l</td>
<td>0.09</td>
<td>100.15</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>19</td>
<td>0.09</td>
<td>9.41</td>
<td>b.d.l</td>
<td>0.37</td>
<td>85.24</td>
<td>1.86</td>
<td>2.96</td>
<td>b.d.l</td>
<td>b.d.l</td>
<td>b.d.l</td>
<td>0.12</td>
<td>100.02</td>
</tr>
<tr>
<td>Fe-Cu</td>
<td>A</td>
<td>15</td>
<td>b.d.l</td>
<td>1.86</td>
<td>b.d.l</td>
<td>0.03</td>
<td>86.41</td>
<td>2.19</td>
<td>9.19</td>
<td>b.d.l</td>
<td>b.d.l</td>
<td>b.d.l</td>
<td>0.08</td>
<td>99.71</td>
</tr>
<tr>
<td>Cu-Sn (L)</td>
<td>A</td>
<td>38</td>
<td>b.d.l</td>
<td>0.05</td>
<td>b.d.l</td>
<td>0.03</td>
<td>1.03</td>
<td>0.54</td>
<td>93.04</td>
<td>0.22</td>
<td>5.00</td>
<td>0.40</td>
<td>0.10</td>
<td>99.95</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>36</td>
<td>5.45</td>
<td>2.40</td>
<td>b.d.l</td>
<td>0.40</td>
<td>0.08</td>
<td>0.21</td>
<td>85.27</td>
<td>0.17</td>
<td>5.79</td>
<td>0.30</td>
<td>0.11</td>
<td>100.21</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>50</td>
<td>0.50</td>
<td>0.50</td>
<td>b.d.l</td>
<td>0.35</td>
<td>2.02</td>
<td>0.35</td>
<td>91.82</td>
<td>b.d.l</td>
<td>4.09</td>
<td>0.27</td>
<td>0.15</td>
<td>100.01</td>
</tr>
<tr>
<td>Cu-Sn (H)</td>
<td>B</td>
<td>18</td>
<td>3.14</td>
<td>1.17</td>
<td>b.d.l</td>
<td>0.22</td>
<td>0.34</td>
<td>0.27</td>
<td>70.45</td>
<td>0.13</td>
<td>22.10</td>
<td>1.84</td>
<td>0.19</td>
<td>100.00</td>
</tr>
<tr>
<td>Pb</td>
<td>A</td>
<td>7</td>
<td>b.d.l</td>
<td>b.d.l</td>
<td>b.d.l</td>
<td>1.11</td>
<td>0.05</td>
<td>2.20</td>
<td>0.05</td>
<td>0.16</td>
<td>0.06</td>
<td>96.33</td>
<td>99.87</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>10</td>
<td>b.d.l</td>
<td>b.d.l</td>
<td>b.d.l</td>
<td>0.03</td>
<td>0.04</td>
<td>0.03</td>
<td>0.69</td>
<td>b.d.l</td>
<td>0.77</td>
<td>1.46</td>
<td>96.36</td>
<td>100.33</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>16</td>
<td>0.14</td>
<td>b.d.l</td>
<td>b.d.l</td>
<td>0.04</td>
<td>0.02</td>
<td>0.59</td>
<td>0.03</td>
<td>6.73</td>
<td>b.d.l</td>
<td>0.07</td>
<td>b.d.l</td>
<td>92.30</td>
</tr>
<tr>
<td>DL</td>
<td></td>
<td>0.03</td>
<td>0.03</td>
<td>0.01</td>
<td>b.d.l</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

b.d.l below detection limit, n total number of spots analysed, DL detection limit

Table V

<table>
<thead>
<tr>
<th>Phase</th>
<th>Tap</th>
<th>n</th>
<th>n°Au</th>
<th>n°Ag</th>
<th>Au</th>
<th>Ag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe-Si</td>
<td>B</td>
<td>30</td>
<td>12</td>
<td>23</td>
<td>538</td>
<td>819</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>0.09</td>
<td>0.30</td>
</tr>
<tr>
<td>Fe-Cu</td>
<td>A</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.05</td>
<td>0.16</td>
<td>2–26</td>
<td>0.4–988</td>
<td></td>
</tr>
<tr>
<td>Cu-Sn (L)</td>
<td>A</td>
<td>30</td>
<td>30</td>
<td>26</td>
<td>4</td>
<td>1 646</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>17</td>
<td>1.728</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.34</td>
<td>1.05</td>
<td>range 11–66</td>
<td>663–9 626</td>
<td></td>
</tr>
<tr>
<td>Cu-Sn (H)</td>
<td>B</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>258</td>
<td>7 189</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19</td>
<td>3.565</td>
<td>0.11</td>
<td>4 735–24 793</td>
<td></td>
</tr>
<tr>
<td>Pb</td>
<td>A</td>
<td>30</td>
<td>27</td>
<td>30</td>
<td>529</td>
<td>94 806</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>2 802</td>
<td>94 806</td>
</tr>
</tbody>
</table>

Av. average concentration, SD standard deviation at 1 sigma, MDL average minimum detection limit, n total number of spots analysed, n°Au = total number of spots Au was detected in, n°Ag total number of spots Ag was detected in calculations were done by using the average Au and Ag concentrations and the modal proportions of the different phases determined by image analysis.

Figure 5 and Figure 6 illustrate the contribution of each alloy phase, in ppm, in terms of Au and Ag for each of the three tapped alloys as well as the total Au and Ag for each alloy. Figure 7 and Figure 8 illustrate the Au and Ag deportment, in per cent, as pie charts.

For tap A, the majority of the Au (29.8 ppm) and Ag (1 153 ppm) is contributed by the Cu-Sn (L) phase (Figure 5 and Figure 6). This corresponds to 58.2% of the total Au and 60.9% of the total Ag (Figure 7 and Figure 8). The Fe-Cu phase hosts
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the least Au and Ag (1.7% of the total Au and 0.6% of the Ag). Although the Pb phase contains the highest average Au and Ag concentrations (Table V), it makes up a small percentage of the total sample and hence its contribution is lower than that of the Cu-Sn (L) phase. Forty per cent of the total Au, and 38.5% of the total Ag, is contributed by the Pb phase. In total, tap A hosts 51.1 ppm of Au and 1.895 ppm of silver.

For tap B, the two Cu-Sn phases are the main hosts of gold and silver with 97.0% of the total Au and 97.5% of the total Ag present (Figure 7 and Figure 8) in these phases. The Pb phase contributes the least Au (0.2%) and Ag (0.5%) to the total Au and Ag, owing to its low modal abundance in the alloy. The Fe-Si phase is also a minor contributor of Au and Ag with 2.8% of the total Au and 2.0% of the total Ag being hosted by this phase. In total, tap B hosts 231.8 ppm Au and 4.886 ppm Ag.

For tap C, a similar trend is visible with the Cu-Sn (L) phase hosting the majority of the Au and Ag. In terms of percentage contributions, 99.8% and 99.9% of the total Au and Ag are contributed by the Cu-Sn (L) phase respectively (Figure 7 and Figure 8). The Fe-Si phase is a minor phase, with 0.24% and 0.13% of the total Au and Ag being contributed by this phase. The Au and Ag contribution of the Pb phase could not be determined due to this phase being too small to analyse. The modal abundance of the Pb phase is low (< 0.1 wt%) and hence its contribution will be minor. In total 256.4 ppm Au and 1.047 ppm Ag are hosted in tap C.

Depортment calculations show that the Cu-Sn (L) phase of each tapped alloy contributes the most to the total gold and silver budget. For tap B, the Cu-Sn (H) phase is also a dominant host. The Pb phase of tap A is also a major Au and Ag host. All three taps host more Ag than Au, which is as expected.

Bulk chemical assay results of the tapped alloys (Table II) show that tap A is less enriched in gold and silver than taps B and C. Gold deportment results are in agreement with the bulk chemical assay results in that taps B and C contain higher total Au than tap A. Bulk chemical assay results show that tap C contains the highest total Ag and tap A the lowest total Ag. Silver deportment, however, shows that tap B has the highest Ag and tap C the lowest. The reason for this discrepancy between bulk chemical assay results and deportment using LA-ICP-MS data is the heterogeneous nature of the tapped alloys, which in turn is due to the heterogeneous nature of the feed PCBs. Different sub-samples from the same tapped alloy were analysed by the two techniques and cross-checks of the total Au and Ag are therefore difficult.

Discussion

The results have shown that all of the alloy phases in the three tapped alloys, except the Pb phase of tap C, are hosts of Au and Ag, i.e., Au and Ag partitioned into all of the alloy phases but more dominantly into specific (Pb and Cu) alloy phases. Silver concentrations are generally higher than Au, which is to be expected since PCBs generally contain more Ag than Au (Khaliq et al., 2014).

Results further indicate that Au and Ag migrated towards and partitioned mostly into the denser lead phase, and to a lesser extent into the Cu and Fe phases. Lead is used as solder in PCBs (Jha et al., 2012) and Au and Ag were therefore not originally present in the Pb phase.

The LA-ICP-MS results confirm the Au-Fe, Au-Cu, Au-Pb, Ag-Fe, Ag-Cu, and Ag-Pb binary systems and thermodynamics identified by Fedorov and Volkov (2016), Lee, Oh, and Lee (1994), Martiensen (2007), and Predel (1991). The technique not only confirmed the thermodynamics of the binary diagrams; it also quantified the Au and Ag in these binary phases.

The Au and Ag deportments indicate that the Cu-Sn (L) phase of the three tapped alloys contributes the most Au and Ag to the total Au and Ag for each tapped alloy. The Pb phase of tap A is also a major contributor of Au and Ag, as well as the Cu-Sn (H) phase of tap B. For tap B, the Pb phase makes a small contribution to the total Ag, despite it having the highest Ag concentrations. This is due to its low modal abundance in the tapped alloy. The Fe phases make a minor contribution to the total Au and Ag for each tapped alloy. The Au and Ag deportment informs the pyrometallurgist on precious metals partitioning in the furnace.

Gold and silver vary in concentration in each alloy phase. The large standard deviations and wide concentrations ranges of Au and Ag further supports this heterogeneity in distribution.

Due to upgrades in the design and functions of electronic products, PCBs are constantly changing in composition (Chancerel et al., 2009). Due to the heterogeneous and complex nature of a batch of PCBs obtaining a representative sample, as well as the chemical analysis of the sample itself, is challenging (Ogunniyi, Vermaak, and Groot, 2009).

The heterogeneous nature of the tapped alloys is a result of not only the heterogeneous nature of the feed PCBs, but also the different pyrometallurgical recipes (factors such as cooling rate, temperature, fluxes, collectors added, etc.) used in the smelting process. The composition of the feed PCBs and the pyrometallurgical recipe used, in turn determine the alloy phases that form and how much of these will form.

Electrorefining and leaching tests may be performed on the copper alloy for the recovery of Cu and Au. For electrorefining, a pure Cu metal will be produced and the PM (Au, Ag, PGM) and other metals (Pb, Sn, Sb) concentrated into the insoluble anode sludge. Leaching is then performed on the anode sludge in chloride media to recover the PM. Leaching efficiency/recovery...
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may be variable depending on the leach process, as well as host phase distribution, composition, and contribution to the PM budgets. Alloys with different compositions have different leaching behaviour/kinetics. A designed flow sheet should be flexible to accommodate the heterogeneous nature of the tapped alloys.

Conclusions and recommendations for further work

The results have shown that Au and Ag in alloys produced from the smelting of PCBs can be successfully located and quantified using a combination of SEM, EPMA, and LA-ICP-MS. Initial studies to detect and quantify gold using only SEM were unsuccessful due to the concentrations of Au being below the detection limit of the SEM. LA-ICP-MS however, with its much lower detection limits, were successful in locating and quantifying gold and silver. The data can be used to understand Au and Ag distribution in alloy phases, and the contributions of each phase to the total Au and Ag content in the alloy. Deportment studies of this type allow for improved pyrometallurgical (and subsequent hydrometallurgical) processing for precious metals recovery from PCBs. The heterogeneous nature of the alloys produced can be addressed through prudent sampling, e.g., atomization to produce smaller particle sizes from which representative samples can be taken.

For the LA-ICP-MS method, suitable reference materials containing Au and/or Ag are needed to properly assess the accuracy of Au and Ag analyses of in the alloy phases. The use of smaller spot sizes (< 5 μm) also needs to be assessed further.
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Extending the protection range in protective seam mining under the influence of gas drainage

L. Wang¹², X. Chen², Z. Wang², S. Xu³, and Q. Xu²

Synopsis
Both theoretical and field research have shown that protective layer mining with pressure-relief gas extraction in protected coal seams is an effective and economical way of controlling coal and gas outbursts in underground mines. Given the influences of coal seam angles, layer spacing, pressure-relief angles, coal pillars, and other factors in the protected areas of protected seams, the protection range is often smaller than the area of protective seam mining. This problem can be solved by using a gas drainage method based on coal seam geology and the conditions of coalbed methane (CBM) occurrence during protective layer mining. If a protective layer is prone to outbursts, crossing boreholes and bedding boreholes can be used to eliminate outburst hazards. The crossing boreholes should control the upper side of the roadway contour for at least 20 m and the lower side for at least 10 m. For other coal seams, the boreholes should control both sides of the roadway contour for at least 15 m. Crossing boreholes can not only extract CBM from the protective layer but can also extract from the protected coal seam, thus leading to a larger protection range in the protective layer than that predicted by the pressure-relief boundary, as well as expanding the protection range. The actual protection range of the protected layer was determined using an index of residual gas content. The results of the study indicate that the pressure-relief angle increased from 56° to 69° in the strike direction and from 75° to 90° in the inclination direction. The protection range was approximately equal to the mining area of the working face of the protective layer, thereby extending the protection range. One of the important reasons for protection range expansion was the influence of gas drainage via crossing boreholes. The protection range extension mitigated the outburst danger over a large area of the coal seam, thus enabling high efficiency and safe exploitation.

Keywords
protective seam mining, range extension technology, pressure-relief gas extraction, protective range, gas pre-extraction.

Introduction
China possesses abundant coal resources, and coal accounts for at least 70% of China’s energy, supporting the rapid growth of the national economy. In 2015, coal production reached 3.69 Gt. The demand for energy will continue to increase with the rapid development of China’s economy, and coal is projected to account for 50% of primary energy consumption through 2050.

Due to the continued exploitation of long-standing seams, coal mining depths have reached an average of 540 m and increase at an annual rate of 10–15 m, with portions of mines reaching 800 m or more (Wang et al., 2012, 2013). As mining depth has increased, conditions have become increasingly complicated. ‘Four high problems and one low problem’ exist in coal seams, namely, high stress, high gas pressure, high gas content, high ground temperature, and low coal seam permeability. These issues result in difficulty controlling gas. Therefore, gas control technology requires constant research and development (Zhou, Xie, and Zuo, 2005; Li et al., 2009).

Both theoretical studies and field observations have shown that protective layer mining based on pressure-relief gas extraction in protected coal seams is an effective and economical way of controlling coal and gas outbursts in underground mines. During the mining of the protective layer, stress is decreased, fractures develop, and adsorbed gas is desorbed, thus increasing coal permeability a hundredfold. Additionally, when coupled with pressure-relief gas drainage, the gas content can be effectively reduced, thus eliminating outburst hazards in protected coal seams.

Protective layer mining technology was first used in 1933 to control coal and gas outbursts in France. Since 1958, protective layer mining has been conducted in China, including field tests in the Beipiao, Tianfu, Nantong, Zhongliangshan, Songzao, Xishan, Huajin, Tiefs, Hualbe, and Huainan mining areas. These tests have yielded remarkable results and have resulted in highly efficient and safe coal exploitation. The document ‘The Regulations of Coal and Gas Outburst Prevention’ (State Administration of Work Safety, 2009) notes that an inspection of the effect and scope of the protective layer should first be performed when mining a protective layer. The protection range, including the...
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The protection range in the strike direction and strip direction, is
the effective range in which the protective layer can be mined
using pressure-relief gas extraction. Therefore, this range does
not include dangerous outburst areas. The protection range is
determined from the inspection results.

The protection range in the protective layer is determined
from the gas content, gas drainage volume, the gas pressure,
and the relative deformation of the coal seam roof and floor.
Wang et al. (2014) and Hu, Wang, and Fang (2010) obtained
protection ranges on the basis of gas flow theory. Tian, Sun, and
Wei (2013) confirmed the protection range by comparing gas
flow observations and gas contents. Wu et al. (2010) discussed
a method of determining the effective pressure-relief range
in protective layer mining and studied the factors that affect
the scope of protection. Additionally, scholars have studied
the permeability distribution, rock deformation, and stress
distribution in protected layers.

The geological conditions of a coal seam significantly affect
the protection range of a protective layer. Although the layout
parameters of protection layers are the same, the protection range
and the effect on eliminating outbursts are notably different
because coal seam conditions and gas drainage methods are
different in each mine. Currently, the regulations for preventing
coal and gas outbursts (State Administration of Work Safety,
2009) that apply to the pressure-relief angle are conservative,
and the protection border has space to be expanded. The
protection range of protected coal seams can be reasonably
determined and expanded by designating a wide range of coal
seams for safe exploitation in order to significantly reduce
outburst incidents in mines. Therefore, reasonable protection
boundaries must be delineated in protection layer mining.

General situation in the Qinglong coal mine

The Qinglong mine is in Bijie, Guizhou Province, China
(Figure 1). The mine includes multiple coalbed formations, and
the main coal seam has exhibited an increased tendency undergo
col and gas outbursts.

The Qinglong coalfield stretches 9.0 km in the strike direction
and 1.6–5.0 km in the strip direction, encompassing an area of
21.79 km². The mine began operation in 2007, with a designed
annual capacity of 1.2 Mt. The main mineable coal seams used
for economic production are the no. 16 and no. 18 seams, which
have an average dip of 12°.

The gas contents of the two coal seams are greater than
20 m³/t. The gas pressure and gas content of seam no. 16 are
1.73 MPa and 21.51 m³/t, respectively, and for seam no. 18,
1.5 MPa and 24.40 m³/t, respectively. Coal seams no. 16 and
no. 18 are both prone to outbursts. Although seam no. 17 has
exhibited no tendency for coal or gas outburst, this layer is only
partially mineable. Considering its proximity to seams no. 16 and
18, mining seam no. 17 will first destroy seam no. 16. Thus, we
selected seam no. 16 as a protective layer.

Gas extraction mode

Gas extraction mode in a protective coal seam

The implementation of a gas drainage mode with the crossing
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borehole extraction of coalbed methane (CBM) and the bedding borehole extraction of CBM comprised four steps. First, two rock floor roadways were constructed in the floor of the protected coal seam, corresponding to the protective layer roadway. The two roadways formed a negative pressure ventilation system (Figure 2).

Secondly, boreholes crossing the floor roadway were used to extract CBM from the roadway strip and eliminate outburst hazards. In the floor roadway, a drill site was excavated every 6 m with six crossing boreholes used to control both the roadway and a 15 m area outside the roadway contour line (Figure 2). The boreholes were 94 mm in diameter, and the distance between boreholes in the coal seams was 6 m. The negative pressure was greater than 25 kPa. The drainage time was longer than 10 months.

The transportation roadway and open cutting of the protective coal seam in the region eliminated the outburst hazards (Figure 3). During the third stage of implementation, a railway was constructed.

Finally, bedding boreholes within a certain distance were used to extract CBM from the workface to eliminate the outburst hazard in the protective seam. The boreholes were 108 mm in diameter, and the distance between boreholes in the coal seams was 3 m. The negative pressure was greater than 15 kPa. The drainage time was longer than six months.

A block diagram of the gas drainage pattern is shown in Figure 4.

Gas extraction mode in the protected coal seam

Mining the protective layer can relieve the stress in a protected coal seam, thereby increasing its permeability. We therefore performed pressure-relief gas extraction by using crossing boreholes (Figures 5 and 6). The boreholes were 108 mm in diameter, spaced 10 m apart. The negative pressure was greater than 25 kPa and the drainage time was longer than 10 months.

Numerical modelling

The inspection indexes used to determine the protection range include the gas pressure, gas content, and expansion deformation rate of the protected coal seam. The accuracy of these parameters is restricted by site conditions, and a full range of inspection cannot usually be achieved. Numerical simulation provides a method for determining the protection scope in protective layer mining. COMSOL Multiphysics software was used to simulate the protection range in protective layer mining to provide information for mines with similar mechanical parameters of coal and rock.
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Model creation

Creation of the geometric model

COMSOL Multiphysics software was used to simulate the stress and strain characteristics of the protected coal seam on the basis of data obtained during the mining of the working face of the no. 21604 protective layer. Thereafter, the protection range of protective layer mining was determined.

The model was built according to the geological conditions in the Qinglong coal mine. The length and width of the model were 260 and 120 m, respectively. The model is shown in the strike and strip directions in Figure 7.

Boundary constraints

The left, right, and bottom boundaries were established as fixed boundaries. A compressive stress of 1.9 MPa was imposed on the top of the model according to the model size and depth of the coal seam.

Yielding criteria

The expression of the Mohr-Coulomb (M-C) yielding criterion is:

\[
F_{MC} = \sqrt{J_2} \left( \cos \theta_o - \frac{1}{\sqrt{3}} \sin \theta_o \sin \varphi \right) + \frac{1}{3} I_1 - c \cos \varphi = 0 \tag{1}
\]

where \(I_1\) is first invariant of stress, \(J_2\) is second invariant of deviator stress, and \(\theta_o\) is stress lode angle, \(-\pi/6 \leq \theta_o \leq \pi/6\).

The Drucker-Prager (D-P) yielding criterion is based on the Mises strength criterion, extending the Mises strength criterion in the following form:

\[
F_{DP} = \alpha I_1 + \sqrt{J_2} - k = 0 \tag{2}
\]

where \(\alpha\) and \(k\) are the D-P criterion parameters.

\[
\alpha = \sin \varphi \sqrt{3(3 + \sin^2 \varphi)} \tag{3}
\]

\[
k = \frac{3c \cos \varphi}{\sqrt{3(3 + \sin^2 \varphi)}} \tag{4}
\]

where \(c\) is cohesion and \(\psi\) is the internal friction angle.

By transforming Equation (1), we obtain:

\[
\sqrt{I_1} + \frac{\sin \varphi}{3 \left( \cos \theta_o - \frac{1}{\sqrt{3}} \sin \theta_o \sin \varphi \right)} I_1 + \sqrt{J_2} = \frac{c \cos \varphi}{\cos \theta_o - \frac{1}{\sqrt{3}} \sin \theta_o \sin \varphi} \tag{5}
\]

If \(\theta_o\) is constant, comparison between Equations (2) and (5) shows that:

\[
\alpha = \frac{\sin \varphi}{3 \left( \cos \theta_o - \frac{1}{\sqrt{3}} \sin \theta_o \sin \varphi \right)} \tag{6}
\]

\[
k = \frac{c \cos \varphi}{\cos \theta_o - \frac{1}{\sqrt{3}} \sin \theta_o \sin \varphi} \tag{7}
\]

Equations (6) and (7) are the unified expressions of the equivalent D-P transformation of the M-C criterion. They are related to \(\theta_o\).

\[
\theta_o = a \tan \left( \frac{2\sigma_2 - \sigma_1 - \sigma_3}{\sqrt{3(\sigma_1 - \sigma_3)}} \right) \tag{8}
\]

\(\theta_o\) can reflect the stress state of a point, that is, the proportional relationship between the main stress components.

Coal and rock mechanical parameters

The D–P failure criterion and matching M–C criteria were selected for the simulation. The initial properties of the rock mass are listed in Table I on the basis of the typical values in the Qinglong coal mine.

Protection range in the strike direction

Original stress state of the rock

Figure 8 shows the coal and rock stress pattern before working face no. 21604 was mined, i.e. influenced only by gravity.

Stress and deformation associated with 100 m of protective layer mining

Figure 9 shows the stress changes in the surrounding rock after working face no. 21604, the protective layer, was mined to
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100 m. The deformations in the roof and floor of the protected coal seam are shown in Figure 10.

**Analysis of stress and deformation in the strike direction**

As shown in Figures 9 and 10, stress concentrations appear at both ends of the goaf due to the mining of working face no. 21604. A stress concentration phenomenon also appears in the corresponding area of the protected coal seam, in which the roof and floor are both compressed and deformed. The roof compression/deformation in the protected layer is greater than the floor compression/deformation. Overall, the protected layer exhibits compressive deformation. Gas is more difficult to extract under this condition than in the initial state because of partial closure of fractures and a decreased permeability coefficient.

The coal and rock mass stress decreases in the upper and lower parts of the mining area. Additionally, a pressure-relief zone appears, and the roof stress in the protected layer decreases considerably. With continued mining of working face no. 21604, the stress decreases and eventually stabilizes. Correspondingly, expansion deformation occurs in the roof and floor. The roof expansion deformation in the protected layer is greater than the floor expansion deformation. Overall, the protected layer exhibits expansive deformation. Gas extraction in this state is easier than in the initial state because of the development of fractures and increased permeability.

**Confirmation of the protection range**

By using a protective layer mining length of 100 m as an example, we found that the maximum compression deformation in the protected layer was 9 mm, and the maximum relative compression deformation was 2.8‰. Additionally, the maximum swelling deformation was 18 mm, and the maximum relative expansion deformation was 5.6‰.

Combining these results with the protection criteria for seam deformation relief shows that if the relative expansive deformation in the protected layer is greater than 3‰, then the protective effect is satisfactory. Therefore, 3‰ was considered the critical value in the delineation of the protection scope. The relative expansion deformation reached 3‰ in 14 m of working face along the protected layer. Furthermore, the relative expansion deformation was greater than 3‰ along 14 m in the region. Combined with 24 m spacing between coal seams no. 16 and 18, the pressure-relief angle was approximately 60° in the strike direction.

---

**Table 1**

<table>
<thead>
<tr>
<th>Lithology</th>
<th>Density (kg/m³)</th>
<th>Friction angle (°)</th>
<th>Cohesion (MPa)</th>
<th>Tensile strength (MPa)</th>
<th>Bulk modulus (MPa)</th>
<th>Shear modulus (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mudstone</td>
<td>2500</td>
<td>40</td>
<td>3</td>
<td>1.7</td>
<td>3333</td>
<td>1811</td>
</tr>
<tr>
<td>Limestone</td>
<td>2700</td>
<td>42</td>
<td>5</td>
<td>4.5</td>
<td>43800</td>
<td>26280</td>
</tr>
<tr>
<td>Siltstone</td>
<td>2700</td>
<td>40</td>
<td>4.2</td>
<td>2</td>
<td>8333</td>
<td>7895</td>
</tr>
<tr>
<td>Coal seam 16</td>
<td>1500</td>
<td>27</td>
<td>0.8</td>
<td>0.2</td>
<td>4167</td>
<td>1087</td>
</tr>
<tr>
<td>Mudstone</td>
<td>2500</td>
<td>40</td>
<td>4</td>
<td>0.7</td>
<td>3333</td>
<td>1811</td>
</tr>
<tr>
<td>Siltstone</td>
<td>2700</td>
<td>40</td>
<td>4.2</td>
<td>1.86</td>
<td>8333</td>
<td>7895</td>
</tr>
<tr>
<td>Fine sandstone</td>
<td>2800</td>
<td>36</td>
<td>9</td>
<td>3</td>
<td>12821</td>
<td>8065</td>
</tr>
<tr>
<td>Coal seam 17</td>
<td>1500</td>
<td>27</td>
<td>0.8</td>
<td>0.2</td>
<td>4167</td>
<td>1087</td>
</tr>
<tr>
<td>Mudstone</td>
<td>3000</td>
<td>40</td>
<td>3</td>
<td>1.5</td>
<td>3333</td>
<td>1811</td>
</tr>
<tr>
<td>Fine sandstone</td>
<td>2800</td>
<td>36</td>
<td>9</td>
<td>3</td>
<td>12821</td>
<td>8065</td>
</tr>
<tr>
<td>Siltstone</td>
<td>2500</td>
<td>40</td>
<td>4.2</td>
<td>2</td>
<td>8333</td>
<td>7895</td>
</tr>
<tr>
<td>Coal seam 18</td>
<td>1500</td>
<td>27</td>
<td>0.8</td>
<td>0.2</td>
<td>4167</td>
<td>1087</td>
</tr>
<tr>
<td>Sandy mudstone</td>
<td>2700</td>
<td>36</td>
<td>11.6</td>
<td>3</td>
<td>3804</td>
<td>2067</td>
</tr>
</tbody>
</table>
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Figure 9—Goaf rock and protected seam roof and floor stress changes after 100 m of mining

Figure 10—Deformation in the protected seam roof and floor after 100 m of mining
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Protection range in the strip direction

Stress and deformation in the protected layer in the strip direction

The stress changes in the strip direction in the rock surrounding working face no. 21604 after mining began are shown in Figure 11. The roof and floor deformation in the protected coal seam are shown in Figure 12.

Confirmation of the protection range in the strip direction

Figure 12 illustrates that the maximum compression deformation in the protected layer was 15 mm. The maximum relative compression deformation was therefore 4.7‰. The maximum swelling deformation was 18 mm, and the maximum relative expansion deformation was 6.3‰.

Combining these results with the protection criteria for seam deformation relief shows that if the relative expansive...
deformation in the protected layer is greater than 3‰, the protective effect is satisfactory. Therefore, 3‰ was considered the critical value in the delineation of the protection scope. The relative expansion deformation reached 3‰ along 13 m of the working face in the strip direction. Furthermore, the relative expansion deformation was greater than 3‰ along 13 m in the region in the strip direction. Combined with 24 m spacing between coal seams no. 16 and 18, the pressure-relief angle was approximately 62° in the strike direction.

Field measurements of protection scopes

Arrangement of drill-holes

If a protective layer is prone to outbursts, crossing boreholes and bedding boreholes can be used to eliminate outburst hazards. The crossing boreholes are used to extract CBM from the protective layer and protected coal seam. The yellow area in Figure 13 represents the area affected by gas extraction.

In designing the drilling locations and number of drill-holes, two boreholes were drilled in the area affected by gas extraction to determine whether the residual gas content was below 8 m³/t. Within the boundaries of the affected area, the unloading pressure was sufficient. Therefore, coupled with gas drainage, the residual gas content should have dropped below 8 m³/t. Two drill-holes were established to verify these expectations. Outside the affected area, the residual gas content may be high, therefore three drill-holes were established for further investigation.

The boreholes used to investigate the protection range were divided into six groups, each group consisting of seven holes, totalling 42 boreholes (Figures 13 and 14).

Analysis of the test results

The residual gas content test results are shown in Figure 15. The gas contents of boreholes no. 8 and 9 were 11.37 and 9.60 m³/t, respectively, which are both greater than 8 m³/t. However, the residual gas contents measured at the remaining points were less than 8 m³/t. By performing calculations that included a safety factor, the pressure-relief angle in the strike direction was determined to be 69° (Figure 16). The residual gas contents in the drill-holes in the strip direction were less than 8 m³/t. Furthermore, calculations suggested that the pressure-relief angle was greater than 90°. For safety, we confirmed that the pressure-relief angle was 90°. The pressure-relief angle increased from 56° or 60° to 69° in the strike direction and from 75° or 62° to 90° in the strip direction; this finding illustrates the potential extension of the protection range.
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China State Administration of Work Safety (2019) states that the outburst hazards in the roadway and within a certain range on both sides of the roadway must be eliminated before mining the roadway. The specific requirements are as follows. For inclined and steeply inclined coal seams, the borehole should control the upper and lower sides of the roadway contour for at least 20 and 10 m, respectively. For other coal seams, the borehole should control both sides of the roadway contour for at least 15 m. The dip angle of the coal seam in the Qinglong coal mine is 12°, thus suggesting that it belongs to the coal seam group with shallow inclines. According to the stated requirements, the pre-drainage boreholes control both sides of the roadway contour for at least 15 m, as shown in Figure 17.

As shown in Figure 17, the crossing boreholes extract CBM from the protective layer and the protected coal seam, thus leading to a larger protection range in the protective layer than that predicted by the pressure-relief boundary, as well as expanding the protection range. To obtain similar extensions of protection ranges in other working faces in the Qinglong coal mine or other coal mines, the boreholes should control the yellow area highlighted in Figure 18.

Discussion

Table II shows the pressure-relief angles in the protection range based on the provisions of the prevention of coal and gas outbursts (China State Administration of Work Safety, 2019), the numerical simulation results, and the field measurements.

As shown in Table II, the pressure-relief angles in the strike and strip directions are 69° and 90°, respectively, which are greater than the angles noted in the outburst prevention regulations and those determined by numerical simulations. The protection range of the protective layer is approximately equal to the mining area of the working face of the protective layer; this result illustrates the potential extension of the protection range. One of the important reasons for the expansion observed in the protection range is the influence of gas drainage via crossing boreholes.

If a protective layer is prone to outbursts, crossing boreholes and bedding boreholes can eliminate outburst hazards. Crossing boreholes can extract CBM from the protective layer and protected coal seam.

China State Administration of Work Safety (2019) states that the outburst hazards in the roadway and within a certain range on both sides of the roadway must be eliminated before mining the roadway. The specific requirements are as follows. For inclined and steeply inclined coal seams, the borehole should control the upper and lower sides of the roadway contour for at least 20 and 10 m, respectively. For other coal seams, the borehole should control both sides of the roadway contour for at least 15 m. The dip angle of the coal seam in the Qinglong coal mine is 12°, thus suggesting that it belongs to the coal seam group with shallow inclines. According to the stated requirements, the pre-drainage boreholes control both sides of the roadway contour for at least 15 m, as shown in Figure 17.

As shown in Figure 17, the crossing boreholes extract CBM from the protective layer and the protected coal seam, thus leading to a larger protection range in the protective layer than that predicted by the pressure-relief boundary, as well as expanding the protection range. To obtain similar extensions of protection ranges in other working faces in the Qinglong coal mine or other coal mines, the boreholes should control the yellow area highlighted in Figure 18.

Conclusions

Numerical simulations and field measurements were used to determine the actual protective range of the protected layer, with the goal of improving mining technology associated with the protective layer.

1. The stress and strain changes associated with 100 m of mining were simulated and analysed using COMSOL Multiphysics software. Given the exploitation of the working face of the protective layer, this result illustrates the potential extension of the protection range. One of the important reasons for the expansion observed in the protection range is the influence of gas drainage via crossing boreholes.

If a protective layer is prone to outbursts, crossing boreholes and bedding boreholes can eliminate outburst hazards. Crossing boreholes can extract CBM from the protective layer and protected coal seam.

China State Administration of Work Safety (2019) states that the outburst hazards in the roadway and within a certain range on both sides of the roadway must be eliminated before mining the roadway. The specific requirements are as follows. For inclined and steeply inclined coal seams, the borehole should control the upper and lower sides of the roadway contour for at least 20 and 10 m, respectively. For other coal seams, the borehole should control both sides of the roadway contour for at least 15 m. The dip angle of the coal seam in the Qinglong coal mine is 12°, thus suggesting that it belongs to the coal seam group with shallow inclines. According to the stated requirements, the pre-drainage boreholes control both sides of the roadway contour for at least 15 m, as shown in Figure 17.

As shown in Figure 17, the crossing boreholes extract CBM from the protective layer and the protected coal seam, thus leading to a larger protection range in the protective layer than that predicted by the pressure-relief boundary, as well as expanding the protection range. To obtain similar extensions of protection ranges in other working faces in the Qinglong coal mine or other coal mines, the boreholes should control the yellow area highlighted in Figure 18.

Conclusions

Numerical simulations and field measurements were used to determine the actual protective range of the protected layer, with the goal of improving mining technology associated with the protective layer.

1. The stress and strain changes associated with 100 m of mining were simulated and analysed using COMSOL Multiphysics software. Given the exploitation of the working face of the protective layer, the protective layer covers a certain range. In this range, the stress in the protective layer decreases and the roof and floor expand. The combination of these results with the protection criteria for seam deformation relief shows that the pressure-relief angles in the strike and strip directions were 60° and 62°, respectively.
Extending the protection range in protective seam mining under the influence of gas drainage

Figure 18—Area controlled by crossing boreholes

2. The actual protective range of the protected layer was determined on the basis of residual gas content. The pressure-relief angles in the strike and strip directions were 69° and 90°, respectively. The protection range was approximately equal to the mining area of the working face of the protective layer, thereby extending the protection range. One of the important reasons for protection range expansion was the influence of gas drainage via crossing boreholes.

3. Technology that is used for protection range expansion can be used in other working faces in the Qinglong coal mine or other coal mines by controlling the extension area with boreholes.
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Adaptive simultaneous stochastic optimization of a gold mining complex: A case study

Z. Levinson and R. Dimitrakopoulos

Synopsis
An innovative strategic mine planning approach was applied to a multi-mine and multi-process gold mining complex that simultaneously considers feasible capital investment alternatives and capacity management decisions. The simultaneous stochastic optimization framework determines the extraction sequence, stockpiling, processing stream, blending, waste management, and capital investment decisions in a single mathematical model. A production schedule branches and adapts to uncertainty based on the likelihood of purchasing a number of feasible investment alternatives that may improve mill throughput or blending, or increase the tailings capacity. Additionally, the mining rate is determined simultaneously by selecting the number of trucks and shovels required to maximize the value of the operation. The mining complex contains several sources – two open-pit gold mines and externally sourced ore – stockpiles, waste dumps, tailings, and three different processing streams. The simultaneous optimization framework integrates the blending of sulphates, carbonates, and organic carbon at the autoclave for refractory ore while managing acid consumption. The production schedule generated branches over an investment in the autoclave expansion; the first branch undertakes a capacity expansion at the autoclave resulting in a 6.4% increase in NPV, whereas the second branch results in a 27.5% increase in NPV without the investment. The adaptive approach is compared to a base case production schedule generated using a non-branching two-stage stochastic integer program.

Keywords
mining complex, simultaneous stochastic optimization, capital investments.

Introduction
Mining operations are capital-intensive ventures that require smart decisions to strategically time each investment and sustainably produce valuable products. The simultaneous stochastic optimization approach generates an optimal production schedule for a mining complex, using a single mathematical formulation (Del Castillo and Dimitrakopoulos, 2019; Montiel and Dimitrakopoulos, 2015, 2017, 2018; Goodfellow and Dimitrakopoulos, 2016, 2017). The optimized production schedule defines the extraction sequence, stockpiling, processing stream, blending, waste management, and capital investment decisions that maximize the net present value (NPV). These decisions are obtained by considering the interactions throughout the entire mining complex, which may consist of open pit and underground mines, several processing facilities, crushers, stockpiles, and waste destinations (Pimentel, Mateus, and Almeida, 2010). The stochastic approach also manages technical risk during the optimization by integrating a set of stochastic geostatistical simulations of the in-situ material supply, which reproduces the uncertainty and local variability of the material sourced from the mines. Selecting the appropriate time to undertake a capital investment during the life of mine is challenging due to a combination of supply uncertainty, high upfront costs, and prolonged payback periods for each investment. Nevertheless, investments in shovels, trucks, crushers, process plant upgrades, and waste facilities are critical for maximizing the NPV of the long-term production schedule.

The uncertain aspects of mine planning and forecasting, which arise from supply uncertainty, indicate there is large risk in undertaking capital investments (Ajaka, Lilford, and Topal 2018; Asad and Dimitraopoulos, 2013; Castilla and Dimitraopoulos, 2014; Dowd, 1994; Githiria and Musingwini, 2019; Khan and Asad, 2019; Groeneveld and Topal, 2011; Dimitraopoulos, 2018; Groeneveld, Topal, and Leenders, 2012; Mai et al. 2018; Ravenscroft, 1992). In particular, supply uncertainty makes it challenging to produce an optimized production schedule with an investment plan that will satisfy the various futures that may unfold. The optimal investment decision for one future outcome may be very
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Singh, Philpott, and Wood, 2009). These frameworks remain impractical for mine planning and design purposes as multistage frameworks lead to a production schedule with one plan per scenario, which misrepresents the ability to change capacities and is the major limitation of multistage approaches. Furthermore, when considering the execution of the long-term production schedule, operations cannot proceed without fixed guidance for the current year of production. Groeneveld, Topal, and Leenders (2012) suggest fixing the initial years of the mine production schedule to address this limitation, ensuring that operations have the appropriate production guidance and lead time to consider different mining and plant options for the future.

The adaptive simultaneous stochastic optimization approach manages technical risk and delivers a mine production schedule that can identify synergies between different components of the mining complex. For example, in a Nevada-type gold mining complex, the metal recovery from refractory ore is influenced by the sulphate and carbonate contents in the material that is delivered to an autoclave processing facility (Montiel and Dimitrakopoulos, 2018; Thomas and Pearson, 2016). Blending the material from several sources in the mining complex to maximize recovery may lead to a higher NPV over the operating life and capture value that is unidentifiable using traditional sequential optimization methods (Gershon, 1983; Hustrulid and Kutch, 2006; Whittle, 1999). Additionally, waste management considerations such as the production of acid-generating waste and tailings can be integrated into the optimization to minimize detrimental environmental consequences and ensure permitting constraints are satisfied (Levinson and Dimitrakopoulos, 2019; Saliba and Dimitrakopoulos, 2018). These advances are achieved by maximizing the value of the products sold (Goodfellow and Dimitrakopoulos, 2017; Montiel and Dimitrakopoulos, 2015), instead of the traditional approach that considers the economic value of a block determined a priori and sequentially optimizes the extraction sequence, cut-off grade and transportation of materials downstream (Hustrulid and Kutch, 2006).

Furthermore, the proceeding case study strategically determines the optimal production rate during the mine production scheduling process using an adaptive simultaneous stochastic optimization. Several frameworks directly integrate investments into the optimization to achieve a certain level of production and increase the value of the operation (Goodfellow, 2014; Groeneveld and Topal, 2011; Groeneveld, Topal, and Leenders, 2012). These integrative frameworks allow the optimizer to decide the most suitable time to invest in capital investment, overcoming limitations of defining the optimal mining and processing rates prior to optimizing the production schedule (Del Castillo and Dimitrakopoulos, 2014; Godoy and Dimitrakopoulos, 2004).

This work presents a major case study of a multi-mine and multi-process gold mining complex, where an adaptive simultaneous stochastic optimization approach strategically considers investment alternatives. The main contribution of this study is the ability to simultaneously consider investments in process plant upgrades and the tailings management area, while allowing the model to adapt to uncertainty based on the corresponding investment decisions. In the following sections, the adaptive simultaneous stochastic optimization approach is outlined, followed by a comprehensive case study at a gold mining complex containing two open-pit mines, twelve material types, twelve stockpiles, three external sources (including an
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Different from another scenario. This gives rise to an interest in developing strategic mine plans that can adapt to uncertainty by considering feasible investment alternatives that directly impact the production rate of certain components in the mining complex and manage technical risk.

Del Castillo and Dimitrakopoulos (2019) present an adaptive simultaneous stochastic optimization approach that considers a number of feasible investment alternatives and determines the optimal time to branch the production schedule in order to manage the potential risk of supply uncertainty. A set of orebody simulations is generated for each mine to quantify supply uncertainty. Then, an adaptive approach considers the probability of undertaking an investment in different groups of scenarios. If the decision is counterbalancing, where a representative group of simulations takes on an investment and another representative group does not, the production schedule splits or branches into alternative mine plans based on these investments. Each of these branching alternatives is fully optimized based on the investment that is undertaken; however, decisions made prior to the investment cannot be changed once branching occurs. This prevents the optimization model from anticipating the investment decisions and changing the decisions that were made prior to choosing to invest, as the future investment choices remain uncertain until they are executed.

The adaptive optimization approach integrates non-anticipativity constraints into the optimization formulation. The non-anticipativity constraints ensure that the same decisions are taken unless there is an investment alternative that branches the mine production schedule. If branching occurs, the resulting mine plan of each branch should be distinguishably different based on the investment choice. Otherwise, the non-anticipativity constraints are enforced and the same decision is taken over all the simulated scenarios. The single production schedule generated with feasible investment alternatives provides an advanced method for determining the optimal time to invest and identifies the risk of investing in new equipment, plant improvements, and other infrastructure purchases (Dixit and Pindyck, 1994). Evaluating feasible alternatives and the resulting mine plan creates opportunities to delay, pre-plan, or undertake sizeable capital investments (De Neufville and Scholetes, 2011).

Boland, Dumitrescu, and Froyland (2008) also incorporate non-anticipativity constraints in a multistage optimization framework; however, this approach differs from the adaptive approach described above by Del Castillo and Dimitrakopoulos (2019). In the approach described by Boland and Dimitrakopoulos (2009), the simulated orebody scenarios are differentiated based on the spatial distribution of metal grades, which results in overfitting the production schedule to generate one mine plan per simulated orebody scenario. This method does not lead to an optimal production schedule, given that a single scenario does not represent the uncertainty and local grade variability of the deposit, thus resulting in erroneous production and financial forecasts that misrepresent reality. In contrast, in the case study presented herein, the adaptive approach leverages the ability to branch over several capital investments instead of each block’s simulated grades, leading to a practical production schedule with feasible investment alternatives.

Similar multistage frameworks have been applied to strategically time the purchase of capital investments and expand the production capacity in other industries (Ahmed, King, and Partia, 2005; Gupta and Grossmann, 2017; Li et al., 2008;
Adaptive simultaneous stochastic optimization of a gold mining complex: A case study

underground mine, and three processing stream alternatives. Subsequently, the conclusions and recommendations for future work are presented.

Method
This section summarizes the method used for the adaptive simultaneous stochastic optimization approach proposed by Del Castillo and Dimitrakopoulos (2019), which allows the production schedule to branch on a set of feasible investment alternatives. All sets, parameters, and decision variables are defined in the following subsections and can be reviewed in Appendix A.

Definitions and notation
A mining complex is designed to include a set of open pit and underground mines (\(M\)), stockpiles (\(S\)), processors (\(P\)), and waste facilities (\(W\)) (Goodfellow and Dimitrakopoulos, 2016, 2017; Montiel and Dimitrakopoulos, 2015, 2017, 2018). There can be many material types that are either extracted from the mine or generated through blending and processing. Each material has a set of attributes which can be transferred through the mining complex (i.e., mass, metal content, etc.). Attributes are further divided into two sub-categories: primary attributes that define the composition of the material passed between various locations in the mining complex, and hereditary attributes which are derived through linear and nonlinear expressions. Hereditary attributes track important information in the model, including the costs incurred at different locations, revenues from the various processing streams, and metal grade. Two variables \(v_{\text{p,clp}}\) and \(v_{\text{h,clp}}\) quantify the value of primary (\(p \in P\)) and hereditary (\(h \in H\)) attributes at each location \(i \in M \cup S \cup P \cup W\) in period \(t \in T\) under scenario \(s \in S\), respectively. Hereditary attributes allow both nonlinear and linear functions to be incorporated into the model and are a function of the primary attributes \(f_{\text{p,ik}}(p,i,k)\) for each primary attribute \(p \in P\) at location \(i \in M \cup S \cup P \cup W\) and considering each available capital investment \(k \in K\). The primary source of material for the mining complex is obtained by extracting a set of mining blocks \(b \in B\) from mine \(m \in M\). Every block \(b\) has a set of simulated primary attributes \(\beta_{\text{p,b,s}}\) (Govaerts, 1997; Boucher and Dimitrakopoulos, 2009) which are inputs into the optimization model. The recovery of each attribute \(p\) at location \(i \in P\) in each scenario \(s\) is defined as \(r_{\text{p,ik}}\) and is calculated using a nonlinear recovery function (Del Castillo, 2018; Farmer, 2016; Goodfellow, 2014).

Decision variables
Considering a life-of-mine of \(T\) time periods, the adaptive simultaneous stochastic optimization approach aims to maximize the NPV of a mining complex and minimize deviations from the annual production targets. This is accomplished by simultaneously determining the optimal decisions for four decision variables: (i) the mining block extraction sequence, (ii) destination policy, (iii) processing stream, and (iv) capital investment decisions. The method uses a set of binary decision variables \(x_{\text{p,b,s,t}}\) that denote whether a block \(b\) is extracted in period \(t\), in simulation \(s\). The destination policy is then defined by discretizing the range of metal grades into a set of bins to determine the cut-off grade policy during the optimization process (Menabde et al., 2007). Bins or groups \(g \in G\) are defined using \(k\)-means++ clustering algorithm for the primary block attributes \(\beta_{\text{p,b,m}}\) \(\forall p \in P, b \in B, m \in M, s \in S\) of each material type (Goodfellow and Dimitrakopoulos, 2016). The destination policy decision variable \(z_{\text{g,p,b,s}} \in \{0,1\}\) determines if the blocks in group \(g\) are sent to destination \(j \in O[g]\) in period \(t\), where \(O[g]\) is the set of locations where the group of materials can be delivered in scenario \(s\). After the material reaches the first set of destinations, based on the extraction sequence decisions, the downstream material flow is controlled by the processing stream decision variables \(y_{\text{p,b,s}}\) \(\in \{0,1\}\). The processing stream variable defines the portion of product that is sent from destination \(r \in S\) to processor \(j \in O(r) \subseteq S \cup P\) in period \(t \in T\) and scenario \(s \in S\). Lastly, the capital investment decision variable \(\omega_{\text{k,s,t}}\) determines whether a capital investment \(k \in K\) is executed in period \(t \in T\) and scenario \(s \in S\). This is explained more fully in the following section.

Branching the production schedule
Two different sets are used to describe the different types of investments: branching (\(K^*\)) and non-branching (\(K^\dagger\)), where \(K^* \cup K^\dagger = K\). Branching alternatives are large capital investment decisions that are made only once during the life of the mining complex, for example, purchasing large crushers or constructing a new tailings facility. The non-branching investments may occur multiple times over the planning horizon, for instance truck and shovel purchases. The decision tree outlines the optimal timing of the branching investments and a new node \(n\) is created for each branching decision; this is defined as a stage. An optimized mine plan is produced for each branch that is created. The representative measure \(R \in (0,0.5)\) is a user-defined parameter, which is used to describe the confidence interval for branching. \(R\) defines the probability threshold required to invest over all scenarios, branch the production schedule, or not invest in each capital investment (Equation [1]).

\[
\begin{align*}
\text{if the probability of investing in } k^* < R & \implies \text{do not invest in } k^* \text{ during } t^n, \\
\text{if probability of investing in } k^* \in [R, 1 - R) & \implies \text{branch during } t^n, \\
\text{if the probability of investing in } k^* > 1 - R & \implies \text{invest in } k^* \text{ during } t^n.
\end{align*}
\]

[1]

The branching mechanism is described in the subsequent steps:

1. Calculate the probability of investing in all alternatives \(k^* \in K^*\) in each time period \(t\).
2. If there are a representative number of scenarios that choose to purchase the investment alternative, within an allotted time window, the solution branches and a new stage is created. However, if the probability of investing is less than the threshold then the optimization will not branch, and the investment is not purchased. On the contrary, if the probability is greater than \((1 - R)\) there is no branching and the investment is made over all scenarios. This is mathematically described in Equation [1].

Given there are \(S_1 \subseteq S\) scenarios that belong to the root, these scenarios are partitioned into \(S_{\text{br}}\) and \(S_{\text{no br}}\) when branching occurs. Therefore, when combined all the simulations from each branch are at the root \((S_{\text{br}} \cup S_{\text{no br}} = S_1)\), and when the simulations are partitioned each simulation can only report to one of the two partitions \((S_{\text{br}} \cap S_{\text{no br}} = \emptyset)\).

A time window, \(\tau_{\text{t}} = [\tau_{t - o} \to \tau_{t + o}]\), is used to stabilize the solution as often there may be a representative number of scenarios between one or two consecutive periods, making it more desirable to invest in one of those two years rather than completely ignore the investment opportunity. \(o\) is set as an integer value that allows the model to expand the time window
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of the branching mechanism. The branching or new stage will begin during the floor of the expected time period of investment $k^*$ and is denoted as $t^*$. Lastly, $N$ defines the minimum number of scenarios in a branch required to allow for further branching in periods $t + 1 \in T$.

**Capital investments**

Capital investments are critical decisions that require a lead time $(t_k)$ to assemble or construct. For each investment alternative $k \in K$ there is a life expectancy $(\lambda_k)$ and a unitary increase in capacity $(\kappa_{k,s})$ that comes at a discounted purchase cost $(p_k^s)$ for each period $t \in T$. The periodicity $(\omega_s)$ of the investment decisions is also incorporated into the optimization model to simplify the optimization process and ensure a practical plan. The number of investments undertaken is denoted by $c_{k,s,t}$, for each investment $k \in K$ in period $t \in T$ and scenario $s \in S$.

**Objective function and constraints**

The objective function (Equation [2]) maximizes the expected profit obtained by summing the revenues generated from the metal produced and subtracting the various costs, for example, transportation, mining, processing, and refining costs (Part I). In addition, the objective aims to minimize the costs of investing in trucks and shovels (Part II), and one-time capital investments (Part III). Part IV minimizes the deviation from production targets, actively managing uncertainty. The adaptive optimization approach will purchase investments only when they lead to an increase in overall profitability and/or improve the capability to meet production targets in the mining complex.

Integrating the feasible investment alternatives into the optimization model changes the standard formulation of capacity expansions reflect changes in the corresponding investment decisions, including adding or removing multiple investments $(2018)$ introduces perturbations that change capital investment decisions, including adding or removing multiple investments in a period and swapping two investments between periods.

When there is no branching all decision variables must be the same for all scenarios. However, when branching occurs the scenarios partition $S_0 = \{s \in S \mid \omega_s = 1\}$, $S_0 = S \setminus S_0$. Examples of the non-anticipativity constraints are given below:

\[
(1 - A_k)(x_{h,i,t+1,s} - x_{h,i,t+1,s'}) = 0, \quad \forall t \in T^t; b \in M
\]

\[
(1 - A_k)(x_{g,i,t+1,s} - x_{g,i,t+1,s'}) = 0, \quad \forall t \in T^t; g \in G; j \in M \cup S \cup P \cup W
\]

\[
(1 - A_k)(w_{h,i,t+1,s} - w_{h,i,t+1,s'}) = 0, \quad \forall t \in T^t; k \in K
\]

The destination policy, extraction sequence, and capital investment decisions are the same for all scenarios within each branch of the decision tree. Lastly, in order to ensure stochastic solution stability there must be a minimum number of simulated scenarios in each partition.

**Solution method**

A multi-neighbourhood simulated annealing metaheuristic is used to solve the optimization model. Metaheuristics are required as the number of decision variables is in the order of hundreds of millions when considering a multi-mine, long-term production schedule. The metaheuristic used in this work explores a neighbourhood or class of perturbations that are used to change decision variables and arrive at near-optimal solutions in a short period of time (Goodfellow and Dimitrakopoulos, 2016, 2017; Montiel and Dimitrakopoulos, 2015, 2017). Del Castillo (2018) introduces perturbations that change capital investment decisions, including adding or removing multiple investments in a period and swapping two investments between periods. The simulated annealing algorithm then uses an acceptance probability to determine whether the new solution is accepted or rejected to further explore the solution space (Kirkpatrick, Gelatt, and Vecchi, 1983). The modified simulated annealing approach, used in the subsequent case study, updates the probability of choosing a neighbourhood depending on its ability to improve the objective function (Goodfellow and Dimitrakopoulos, 2016).
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Case study at a gold mining complex

The adaptive simultaneous stochastic optimization approach is applied to a gold mining complex that consists of two large open-pit mines with twelve different material types. These materials can be transported to a number of destinations: an autoclave processing facility, oxide mill, oxide leach, twelve stockpiles (one for each material type), waste facility, and a tailings management area. Each mine exploits a mixture of sulphide ores, which must be pretreated at the autoclave before processing, and oxide ores that can be sent to the oxide processor or oxide leach. The mining complex, including each of its component, and the allowable material routing, is presented in Figure 1. Sulphide materials, a refractory ore type, can be extracted from either of the open pit mines and sent to the autoclave, stockpile, or waste dump facility. Stockpiles are separated for each material type to provide accessibility to materials of certain chemical compositions, shown in Table I. Material that is sourced externally is used to supplement the ore feed that is produced at the two open pit mines and sent to the autoclave to help meet blending requirements. The optimizer seeks opportunities to increase value and more effectively blend materials to obtain a satisfactory product quality for effectively running the autoclave. Sulphide or refractory ores must be blended to achieve the permissible operating criterion for the autoclave, by controlling the grades of sulphide sulphur (SS), carbonate (CO$_3$), organic carbon (OC), and the SS/CO$_3$ ratio. Therefore, these deleterious attributes must be managed within the optimization framework to ensure blending requirements will be met. A constraint is added to the model to maintain the grades of SS and CO$_3$ between 3.8–4.2% and 4.5–6.5%, respectively. Deviations from these targets are penalized in the objective function to manage the risk similar to all the other production targets. Acid is used to pretreat the ore by neutralizing CO$_3$ and ensuring the appropriate SS/CO$_3$ ratio (0.8–1.2) enters the autoclave circuit. This becomes critical as there is variability in the material received from the different sources and often there are not enough materials with the desired qualities readily available. There is a maximum amount of acid (38 400 t) that can be used on an annual basis, which introduces a constraint in the optimization process. The autoclave’s target production is 2.5 Mt/a. Oxide materials can report to either the oxide mill, leach, or stockpile and there are no constraints on the blending requirements for the oxide ore material. The oxide mill has a production target of 1.4 Mt/a and the leach pad is not constrained. After processing, the volumes of mine tailings that are generated from the processing facilities are continuously examined to ensure there is a large enough containment area to continue processing, which then introduces a constraint on the available tailings capacity. Stockpiling facilities are used as intermediate locations to assist with blending and can be extracted from throughout the mine life. Lastly, any material that does not positively contribute to the NPV of the mining complex is sent to the corresponding waste dump facility.

In this case study, there are three one-time feasible investment alternatives considered throughout the optimization process to test the adaptive optimization approach. First, the annual autoclave processing throughput may be expanded by investing in two additional positive-displacement piston-

---

**Table I**

| Material Classification for Blending and Material Routing |
|-----------------|------------|-------|-------|-------|
| Type            | CO$_3$    | SS    | OC    | Oxide |
| 1               | Med-low   | Low   | -     | -     |
| 2               | Med-low   | High  | -     | -     |
| 3               | Low       | Med   | -     | -     |
| 4               | Low       | Low   | -     | -     |
| 5               | Low       | Med-high | -   | -     |
| 6               | High      | -     | -     | -     |
| 7               | Med-high  | Low   | -     | -     |
| 8               | Low       | High  | -     | -     |
| 9               | Very high | -     | -     | -     |
| 10              | High      | -     | Med-High | - |
| 11              | -         | -     | High  | -     |
| 12              | -         | -     | -     | High  |

---

**Figure 1**—The mining complex and allowable material routing.
diaphragm pumps (Eichhorn et al., 2014). Secondly, an investment in the process plant autoclave circuit is evaluated to increase the allowable acid consumption and manage blending. Thirdly, an investment alternative that considers the construction of a new tailings storage area to increase the life of mine by allowing the processors to continue operating. The pump installation increases throughput at the autoclave by 25%, which allows for more refractory ore to be processed. The capital cost of this expansion is minimal; however, the cost of implementation and loss of production during the pump installation is also considered in the capital investment decision, resulting in a $1 million investment. Acid is ordered annually to satisfy production requirements, but storage areas and adaptations to the autoclave pretreatment circuit are required to safely utilize the additional acid. The expected investment is $0.2 million. The most significant investment decision is related to the addition of a new tailings containment area, which is expected to cost $200 million to construct completely. The new tailings area results in a 33% increase in tailings storage capacity for the mining complex. Once any of the three investments are purchased, they can be continuously used for the remainder of the mine life. Additionally, these three capital investment decisions can potentially allow the production schedule to branch. In this case study, a representativity measure $R = 0.3$ is used based on the acceptable risk of investing in capital at this mining operation. Therefore, the production schedule branches when a representative number of scenarios, between 30% and 70%, invest in one of these three feasible alternatives. The scenarios are then split, and further branching considerations are assessed in future periods. Further details on the parameters considered for each of the capital investments are described in Table II.

The mine initially begins with 30 haul trucks and six shovels that have two years remaining productive life before salvaging. The model dynamically considers the purchase of trucks and shovels throughout the thirteen-year production schedule. Truck and shovel purchases define the annual mine production rate. The cost per truck and shovel is $1.6 million and $20 million, respectively, which is accounted for in the annual cash flows, allowing for the optimizer to decide on the appropriate time to invest in trucks and shovels throughout the mine life. The mining operation has an ageing fleet and is planning to replace the originally purchased haul trucks with a new fleet. The ability to consider the purchase of new equipment during the optimization provides an opportunity to re-establish the optimal mining rate to satisfy the processor requirements and maximize the value of the operation. The trucks and shovels have a corresponding lead time of two years to provide a suitable amount of time for purchasing equipment from the manufacturer, shipping, and on-site assembly. In addition, they have an expected equipment life of seven years and a purchase can be made every three years, stabilizing the production rate.

**Base case mine production schedule**

A base case mine production schedule is defined here using a simultaneous stochastic optimization approach that considers capital investment decisions within the optimization framework.
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while managing uncertainty. Branching, however, is not considered. The base case mine production schedule can choose to invest in trucks, shovels, and the available expansions, but it cannot branch and adapt to uncertainty by considering alternatives; it must choose either to invest or not to invest. This is different from the adaptive simultaneous stochastic optimization that can be used to evaluate different alternatives and their corresponding value, as there is a fixed production schedule that must be executed in one way, which does not consider the value of having alternative options to manage uncertainty to a greater extent. The results from the base case mine production schedule are compared with the adaptive branching approach that considers feasible capital investment alternatives. Each method uses a set of multivariate stochastic simulations of the orebody for each open pit as input to the optimization model (Boucher and Dimitrakopoulos, 2009; Rossi and Deutsch, 2014). The external sources are simulated based on historical data associated with variability in the supply and quality of material received from other mines in the region. The variability and uncertainty of the material sources are accounted for directly in the optimization framework, unlike conventional frameworks that use a single estimated orebody model as input (Hustrulid and Kutch, 2006). Lastly, the open pit mines have a block size of 30 m × 30 m × 20 m, representing the selective mining unit and contain 296,000 and 172,000 blocks in Mine 1 and Mine 2, respectively.

The results from the base case production schedule, including the extraction sequence, capital investments, stockpiling, blending, mining rate, and processing decisions, follow. Figure 2 defines the base case mining rate alongside the truck and shovel investment decisions. Noticeably, the amount of equipment that is required decreases as the mine life proceeds and as the older equipment approaches the end of its operational life, an opportunity arises to operate the two mines at a lower mining rate. Although a lower mining rate is utilized, the ability to satisfy the autoclave processor (Figure 3a) and oxide mill is fulfilled and a resulting NPV of $3.65 billion is achieved in the 50th percentile (P-50). The base case mine production schedule invests in both the expansion of the tailings management area and the additional acid storage facility. The investment in additional pumps does not contribute an increase to the mining complex’s NPV when accounting for all scenarios, consequently the pumps are not purchased. The blending constraints are satisfied, between the upper (UB) and lower bounds (LB), in most years through the utilization of stockpiles and other available material (Figure 3b, 3c). However, during the first year, the blending constraints are unachievable as the material that can be extracted during that year does not have the appropriate properties to meet the blending requirements. As the production schedule proceeds, stockpiles are established to help with blending in future years. The operational costs of stockpiling these materials are integrated into the optimization to ensure that the stockpiling decisions contribute to the profitability of the mining complex and help manage the technical risk.

Lastly, the base case production schedule invests in a tailings storage expansion in year 7. This investment increases the

Figure 3—Base case autoclave throughput and blending: (a) no expansion taken in the optimization for additional throughput, (b) blending of SS, (c) blending of CO3, (d) maintaining the SS/CO3 ratio for ideal operating conditions.
storage capacity and becomes available in year 10 (Figure 4). The increased tailings storage prolongs the mine life by three years and allows for 1 to 2 more years of gold production if the duration of this schedule is increased. This results in an additional $0.7 billion in discounted cash flows generated. It is important to optimize waste management considerations, such as tailings disposal, directly in the mine production scheduling process in order to generate feasible life-of-mine designs. Additionally, the processor upgrade that allows for additional acid consumption was purchased in year 3, allowing for a 20% increase in acid consumption in subsequent years (Figure 5). This controls the blending requirements at the autoclave processing stream.

Adapting to supply uncertainty in a gold mining complex

The previously discussed results will be compared with the adaptive stochastic optimization that considers branching on feasible capital alternatives. During the adaptive simultaneous stochastic optimization, groups of scenarios are optimized to determine if there is a beneficial time to invest in any of the one-time capital investments alternatives described previously. The scenarios that lead to a branching decision are separated based on those that invest and those that choose not to invest in the time window. The scenarios that choose not to invest maintain the ability to invest in the capital investment in future years (Figure 4). This controls the blending requirements at the autoclave processing stream.

Adapting to supply uncertainty in a gold mining complex

The previously discussed results will be compared with the adaptive stochastic optimization that considers branching on feasible capital alternatives. During the adaptive simultaneous stochastic optimization, groups of scenarios are optimized to determine if there is a beneficial time to invest in any of the one-time capital investments alternatives described previously. The scenarios that lead to a branching decision are separated based on those that invest and those that choose not to invest in the time window. The scenarios that choose not to invest maintain the ability to invest in the capital investment in future years (Figure 4). This controls the blending requirements at the autoclave processing stream.

Figure 4—Tailings production over the long-term production schedule and the available capacity expanded in year 10

Figure 5—Annual acid consumption with additional capacity obtained in year 6
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Figure 6—Comparison of the NPVs from the adaptive branching and base case production schedule

The changes in the investment decisions result in very different responses in the production scheduling process, as shown in Figure 7, when comparing the N-S cross-sections. The solution is exactly the same until branching occurs, and then the schedules change dramatically to take advantage of the new capital investments. There are a number of similarities between the base case and B2 in terms of the depth and extent of the mine. However, in B1 there is a large area in the north of the mine where extraction no longer occurs, compared to the other two mine plans. This implies that there is some high material variability and uncertainty in this section of the mine, which leads to large changes in the resulting mine plan.

B1 invests in the autoclave expansion (Figure 8), which can be fully utilized in year 6, and has the lowest mining rate over the long-term production schedule. A comparison of the mining rates is given in Figure 9, where the resulting production rates directly correlate to the number of trucks and shovels purchased. The autoclave expansion results in lower grade refractory ore material being processed and a higher throughput at the autoclave. Over the long-term production schedule, there is a 9% reduction in the number of gold ounces produced over the life of mine compared with the P-50 of the base case scenario. However, the reduction in mining costs due to the lower mining rate overcompensates the loss in revenue and results in a higher NPV. The lower mining rate is feasible as the throughput outweighs the grade of material through the autoclave, changing the

Figure 7—N-S cross-section of production schedule Mine 1: (a) base case (top left), (b) branch 1 (top right), and (c) branch 2 (bottom left)

Figure 8—Autoclave throughput and targets (a) B1 and (b) B2 with investments
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selectivity between ore and waste material. Lower utilization of the oxide processing facilities also decreases the operating costs. In B1, the optimizer has a challenging time meeting the blending constraints and is unable to provide the appropriate material to attain the blending targets, making the acid investment a critical decision for ensuring there is a suitable SS/CO$_3$ ratio.

B2 performs quite differently and instead increases the size of the truck and shovel fleet, which results in a higher extraction rate and ensures that higher-grade refractory ore is sent to the processor. The oxide processing streams are utilized far more in B2 than in B1 and their target production is maintained during most years. A higher stripping ratio is required to move the additional waste between years 5 and 9 (Figure 10), which is the reason for the additional truck and shovel requirements. Increasing the selectivity between ore and waste results in a substantially higher NPV, which B1 was unable to achieve even with the autoclave capacity expansion. The larger contribution in NPV is primarily due to the accessibility of oxide materials in the different groups of simulations and the uncertainty and variability in the gold, SS, CO$_3$, and OC grades. Here the adaptive approach is able to take advantage of understanding the inherent variability of the mineral deposits and indicates that there is an important investigation to be conducted. This includes more information with regards to the mineralization of oxide materials and stricter guidelines in terms of the quality of material received from external sources before deciding on the autoclave expansion. B2 produces 10% more gold by fully utilizing all the processing stream capacities and better satisfying the blending constraints. The increased utilization of the oxide leach and mill contribute significantly more gold ounces.
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The feasible alternatives B1 and B2 invest in the additional tailings containment area in year 7 and receive the capacity in year 10, similar to the base case. Had the tailings expansion not been considered during the optimization process, processing would have been required to stop in year 10 and a loss of $1 billion and $1.3 billion in additional cash flow would have been incurred in B1 and B2, respectively. This would be a larger loss than the resulting $0.7 billion in the base case production schedule.

This emphasizes the importance of simultaneously optimizing the entire mining complex to further understand the intrinsic value of each investment decision.

Conclusions

The simultaneous stochastic optimization of a gold mining complex was studied using an adaptive method that integrates feasible capital investment alternatives. The framework capitalizes on synergies and adapts to uncertainty, resulting in a 6.4% and 27.5% increase in NPV in branch 1 (B1) and branch 2 (B2) respectively, while satisfying a wide array of production targets and managing supply uncertainty. Investments in trucks and shovels define a new mining rate that minimizes capital expenditure and satisfies each processor’s capacity. Additionally, an investment in a tailings facility expansion and additional acid consumption increase the life of the mining complex and manage variable material quality at the autoclave processor. Integrating tailings management into the optimization process increases the NPV by $0.7 billion in the base case production schedule and leads to an additional $1 billion in B1 and $1.3 billion in B2. This emphasizes the importance of considering waste and tailings management in the optimization process in order to capitalize on the available synergies. The optimizer chooses to branch the production schedule when the autoclave expansion is considered and identifies uncertainty and local variability associated with the supply of oxide and refractory ores sent to each processor. This leads to different mine plans and operating requirements for the processing streams and mining equipment, depending on whether the investment alternative is purchased. The feasible investment alternatives provide a high level of insight into the appropriate attributes to investigate, including highly variable areas of the deposit and large differences in the quantity of oxide materials mined. The optimized production schedule does not branch for the first three years and provides the appropriate lead time to evaluate each alternative decision and gather the required information to construct an informed final production schedule.

If either of the feasible alternatives are executed, the expected NPV increases substantially. The base case and adaptive approaches capitalize on the synergies that exist between the different components of the mining complex, helping to manage the challenging blending constraints and determine the appropriate size of the mining fleet directly in the optimization. The results from this case study emphasize the importance of modelling the entire mining complex in a single optimization process. In addition, the branching mechanism and adaptive ability of the optimizer provides a method to easily evaluate several feasible alternatives and further understand the variability and uncertainty associated with the mining complex.
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Appendix A
Adaptive simultaneous stochastic optimization set parameters, parameters, and decision variables

Sets and Parameters

M Set of open-pit and underground mines
P Set of processors
W Set of waste facilities
S Set of stockpiles
G Set of groups or bins for different cut-off grades \( g \in G \)
T Set of scheduled time periods \( t \in T \)

S
Set of simulated orebody scenarios \( S \in S \) where there are \( S_r \) scenarios that belong to the root, these scenarios are partitioned into \( S_u \) and \( S_w \) when branching occurs therefore \( S_r = S_u \) and \( S_r \cap S_w = \emptyset \)
P Set of primary attributes \( p \in P \)
H Set of hereditary attributes \( h \in H \)
K Set of available capital investments \( k \in K \). There are two different sub sets used to describe the different types of investments branching (\( K^* \) ) and non-branching (\( K^* \) ), where \( K^* = K \)

\( \emptyset \)
Set of locations where the groups of materials \( g \) can be delivered

\( B_n \)
Set of mining blocks \( b \in B_n \) from mine \( m \in M \)

\( \psi_{p,k,h} \)
Parameter that defines the set of simulated primary attribute \( p \) for block \( b \) in scenario \( s \)

\( r_{p,b,s} \)
Parameter that describes the recovery of each attribute \( p \) at location \( j \in P \) in each scenario \( s \)

\( R \)
Representative magnitude that describes the confidence interval for branching \( R \in (0, 0.5) \)

\( \epsilon \)
Time window used to stabilize solutions where \( \epsilon \) represents the number of periods to search

\( N \)
Defines the minimal number of scenarios in a branch required for further branching periods

\( \{s+1\} \in T \)
Lead time to assemble or construct a capital investment \( k \in K \)

\( \lambda_k \)
Life expectancy of each capital investment \( k \in K \)

\( k_{b,k} \)
Unitary increase in capacity that each investment \( k \) leads to for each attribute \( h \in H \)

\( p_{k,b} \)
Discounted purchase cost for each investment \( k \in K \) for each period \( t \in T \)

\( R_k \)
The periodicity of the investment \( k \in K \)

\( L_{h,dp, u_s, l_t} \)
The static upper and lower bounds for each hereditary attribute \( h \in H \), location \( i \in M \cup S \cup P \cup W \), and period \( t \in T \)

Decision Variables

\( \psi_{p,b,s, h} \)
Quantify the value of primary \( p \) and hereditary \( h \) attributes at each location \( i \in M \cup S \cup P \cup W \) in period \( t \) under scenario \( s \), respectively

\( x_{i,t} \)
A set of binary extraction sequence decision variables that denotes if a block \( b \) is extracted in period \( t \) in scenario \( s \) are 1, otherwise 0

\( z_{i, u,s, l} \)
A destination policy decision variable that takes a value of 1 if blocks in group \( g \) are sent to destination \( j \in O(g) \), in period \( t \in T \)

\( y_{i,t,s} \)
A continuous processing stream decision variable that defines the portion of product that is sent from one destination \( j \in U \cup P \) to destination \( j \in O(g) \), in period \( t \in T \) and scenario \( s \), respectively

\( w_{k,b} \)
A capital investment decision variable that defines if a capital investment \( k \in K \) is executed in period \( t \) and scenario \( s \) is 0

\( \sigma_{k,b} \)
The number of investments undertaken for each investment \( k \in K \) in period \( t \in T \) and scenario \( s \) is 0

\( \omega^*_{p,t} \)
A binary variable equals unity when the design branches over option \( k \in K^* \) in node \( n \) in period \( t \in T \), otherwise 0

\( A \)
A binary variable that activates the non-anticaptivity constraints taking on the value 0, 1.
Measuring and modelling entrainment in rougher and cleaner batch flotation

N.V. Ramlall

Synopsis

A study was carried out to measure the recovery by entrainment from batch rougher and cleaner flotation tests. A non-floatable tracer component (ferrosilicon, FeSi) was added to milled Merensky ore in the flotation test work and used to measure the recovery by entrainment. Conventional entrainment models such as the linear model and the exponential probability model gave poor model fits. A new entrainment model is therefore proposed in this study. A three-parameter Weibull probability model was fitted simultaneously to the rougher and cleaner entrainment recovery data. The model gave a good fit and returned parameters that are a logical description of the recovery by entrainment in both rougher and cleaner batch flotation.
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Introduction

In mineral flotation, the nonselective recovery of non-floatable minerals (typically termed gangue) is due to a process of entrainment. Entrainment is an undesirable process that reduces the flotation concentrate grade. Operational changes (physical and/or chemical) are required to reduce the recovery of gangue minerals by entrainment so that an acceptable concentrate grade can be obtained. Many authors have investigated entrainment at the bench scale, and these studies can be broadly categorized as measurement or modelling studies.

Measurement studies have been carried out by Trahar (1981), Warren (1985), and Ross (1989). Trahar (1981) proposed carrying out two batch flotation tests, one with frother only and another with frother plus collector. The mineral recovery data was plotted against water recovery. Recovery by entrainment was assumed to occur only in the frother test, and recovery by true flotation and entrainment in the frother plus collector test. The difference in mineral recovery between the two tests, at similar water recoveries, was assumed to be recovery by true flotation. This approach assumes that the recovery by entrainment is the same for both tests for similar water recoveries. However, conditions in the pulp and froth phase are different in each test. These differences influence the water content in the froth and ultimately the recovery by entrainment. Water is the medium responsible for transporting particles that are susceptible to entrainment. A brittle froth (typical of low solids concentration) has a loose froth structure with low bubble coalescence, and recovery by entrainment from this froth structure is greater than for a non-brittle froth. When a collector is added to the pulp, it causes hydrophobic minerals (in addition to naturally floatable minerals) to move towards the froth. The froth, having a higher solids content (lower water content), carries less entrained particles. According to the bubble swarm theory proposed by Smith and Warren (1989), the rising column of mineralized bubbles in the froth, which also contains solids suspended in the water interstitial to the mineralized bubbles, squeezes out the water and suspended solids. This froth structure promotes rejection of entrained particles. As a result, recovery by entrainment will be different in both tests because of the different froth structures. The method of Trahar was also restricted to batch rougher flotation, so there is no evidence that entrainment measurements made in rougher flotation are valid in re-flotation.

Warren (1985) carried out batch rougher flotation tests at different froth depths and removal rates. The final recoveries from all tests were plotted against the associated water recoveries. A linear model was fitted to the data; the intercept and slope were related to the recovery by true flotation and the degree of entrainment respectively. In this approach, several rougher flotation tests had to be carried out. This is time-consuming and the froth structure is different for each test. Hence, the recovery by entrainment will be different in each test and there will be some uncertainty about the parameters estimated. Also, it is not known if the parameters determined from rougher flotation apply to re-flotation.
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Ross (1989) carried out a single batch rougher flotation test for measuring recovery by entrainment. Two transfer functions were defined, one for entrained solids and another for total solids to the flotation concentrate. It was assumed that the recovery towards the end of the rougher flotation test was mainly due to entrainment, therefore the transfer function for total solids towards the end of flotation was used to estimate the recovery by entrainment. The froth structure changes during batch flotation because of the varying solids concentration in the froth. Early in the test the froth solids concentration is high (i.e. low water content in the froth), and as the test progresses, the froth solids concentration decreases because of less floatable minerals being present. The transition of the froth structure, from a low water content (at the beginning) to high water content (towards the end), means that entrainment measurements made at the end of flotation may not necessarily apply to the batch flotation test over its entire duration. Wang et al., (2015) cautioned on the use of this approach for re-flotation, since the higher concentration of floatable minerals in the cleaner stage means that the degree of entrainment measured towards the end of flotation may exceed unity. This is impossible if non-floatable gangue recovery is by entrainment only. This also implies that data-points at the end of flotation do not constitute a reliable measure for estimating entrainment.

Konopacka and Drzymala (2010) reviewed the graphical representation of entrainment and the models used to describe these representations. Figure 1 shows the five types of representations found by the authors. The representations vary from linear (Types 1, 2, and 5) to nonlinear (Types 3 and 4). According to the authors, the shapes of the entrainment curves are the result of the way the flotation test is carried out, the type of flotation machine used, kinetics of the process, froth collecting time, the concentration of frothers, collectors and modifiers, the amount of air, density of the pulp, and supplied water. For the representations, the entrainment recovery is defined as the cumulative mass recovery of the mineral to the concentrate divided by initial mineral mass content in the pulp. This is then expressed as a percentage. Water recovery may be defined in several ways, such as percentage water recovery (cumulative recovery to concentrate relative to pulp initial water content), mass of water recovery (cumulative mass of water recovered to concentrate), volume of water recovered (cumulative volume of water recovered to concentrate), and water flow rate (cumulative mass flow rate of water recovered to concentrate, expressed in units of g-min⁻¹ or similar). A brief discussion on each curve type, based on the paper of Konopacka and Drzymala (2010), is given below. It is recommended that the original work of these authors be read for more information.

The Type 1 curve is a linear entrainment curve for which mineral entrainment is proportional to water recovery. Equation [1] is typically used to model this type of entrainment curve. \( \text{ENT}_\text{rec} \) is the cumulative recovery by entrainment, \( \text{ENT} \) is the degree of entrainment (which varies from 0 to 1), and \( R_{\text{water}} \) is the cumulative water recovery (typically expressed in per cent). There is one concern with the use of this model in batch flotation. Consider the situation of an \( \text{ENT} \) value close to unity, e.g. 0.85 reported by Warren (1985) for fine gangue. For batch flotation, the recovery of water can exceed 100% if water is continually added to maintain the pulp volume. Consequently, recovery by entrainment can exceed 100% mathematically, although this is impossible in practice. For \( \text{ENT} = 0.85, R_{\text{water}} \) exceeds 100% when \( R_{\text{ent}} \) is greater than 118%.

\[
R_{\text{ent}} = \text{ENT} \times R_{\text{water}} \tag{1}
\]

The Type 2 entrainment curve is a linear curve that is shifted down the abscissa of the plot. This may be attributed to the feed containing coarse particles and the froth height being low. A linear model was used to model this curve, but a correction factor \( (R_{\text{water}} - C) \) was added to water recovery to account for the downward shift. All other parameters have the same definitions as those given for Equation [1].

\[
R_{\text{ent}} = \text{ENT} \times (R_{\text{water}} - C) \tag{2}
\]

Type 3 is a nonlinear entrainment curve. The recovery by entrainment increases gradually and then approaches a plateau. Kirjavainen (1989) proposed Equation [3] to describe this curve. Here \( P \) is a dimensionless entrainment separation coefficient that varies between 0 and 1. All other parameters have the same definitions as for Equation [1].

\[
R_{\text{ent}} = 100 \times \left[ 1 - e^{-\left(R_{\text{water}} - P \right)} \right] \tag{3}
\]

Type 4 is an entrainment curve that is parabolic. According to Konopacka and Drzymala (2010), this curve has been observed in studies carried out by Lynch et al. (1974), Engelbrecht and Woodburn (1975), and Bisshop and White (1976). Laplante (1980) presented Equation [4] for this type of curve. Here \( Z \) is called the classification entrainment coefficient and varies between 0 and 1. All other parameters have the same definitions as for Equation [1].

\[
R_{\text{ent}} = \frac{100 \times Z \times R_{\text{water}}}{100 + Z \times R_{\text{water}} (C - 1)} \tag{4}
\]

Type 5 is a linear entrainment curve that is shifted upwards along the ordinate of the plot. The upward shift is due to the occurrence of hydrophobic minerals (fully liberated or composite particles) that attach to ascending bubbles; these minerals are then recovered in the flotation concentrate. To account for this, Warren (1985) proposed the model given by Equation [5]. Here \( R_{\text{float}} \) is the recovery by flotation; all other parameters have the same definitions as for Equation 1.

\[
R_{\text{ent}} = \text{ENT} \times R_{\text{water}} + R_{\text{float}} \tag{5}
\]
Measuring and modelling entrainment in rougher and cleaner batch flotation

In summary, some drawbacks were observed regarding entrainment measurement and modelling studies:

- All studies were carried out using batch rougher tests, and there is no evidence that the entrainment measurements made in rougher flotation apply to re-flotation.
- The froth structure changes over the duration of the batch flotation test. Therefore, entrainment measurements made with particular data-points (such as data at the end of flotation) may not represent entrainment over the entire duration of flotation.
- There are a veritable plethora of entrainment models, each modelling entrainment for a particular flotation test methodology. This implies that no single model exists for representing the different types of entrainment curves that may be observed. Furthermore, these models were applied to rougher flotation and were not extended to re-flotation tests. Therefore it is not known if rougher fitted parameters apply to re-flotation.

In this study, a tracer component (FeSi) was used to investigate the recovery by entrainment. FeSi was added to milled Merensky ore conditioned with typical flotation reagents. The entrainment of FeSi from a naturally occurring ore and the observation of its recovery in both rougher and cleaner flotation leads to a more realistic study of entrainment. The primary objective of this study is to investigate and model entrainment changes between rougher and cleaner flotation.

**Methods**

**Samples**

Merensky ore was used in all flotation test work. The ore was crushed to –1.7 mm and split with the aid of rotary sample dividers (RSDs) into 2 kg aliquots for the test work. The sample had a Pt, Pd, plus Au (2PGE+Au) feed grade of 2.93 g·t⁻¹. Table I shows the mineral types and their distribution in the sample. The minerals are mainly paramagnetic (weakly magnetic) and diamagnetic (nonmagnetic). FeSi was used as a tracer component for measuring entrainment because of its ferromagnetic (strongly magnetic) properties. It can be recovered from the flotation products (concentrates and tails) using magnetic methods.

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Concentration (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyrite</td>
<td>0.06</td>
</tr>
<tr>
<td>Pyrrhotite</td>
<td>0.24</td>
</tr>
<tr>
<td>Chalcopyrite</td>
<td>0.13</td>
</tr>
<tr>
<td>Pentlandite</td>
<td>0.15</td>
</tr>
<tr>
<td>Talc</td>
<td>5.57</td>
</tr>
<tr>
<td>Serpentinite</td>
<td>1.39</td>
</tr>
<tr>
<td>Smedite</td>
<td>0.16</td>
</tr>
<tr>
<td>Pyroxene</td>
<td>75.29</td>
</tr>
<tr>
<td>Plagioclase</td>
<td>14.84</td>
</tr>
<tr>
<td>Muscovite</td>
<td>1.30</td>
</tr>
<tr>
<td>Chlorite</td>
<td>0.21</td>
</tr>
<tr>
<td>Olivine</td>
<td>0.18</td>
</tr>
<tr>
<td>Chromite</td>
<td>0.28</td>
</tr>
<tr>
<td>Ilmenite</td>
<td>0.01</td>
</tr>
<tr>
<td>Apatite</td>
<td>0.19</td>
</tr>
<tr>
<td>Other*</td>
<td>0.06</td>
</tr>
</tbody>
</table>

*Other refers to a group of minerals with trace concentration. The concentrations for these minerals were summed and shown as ‘Other’ in this table.

Figure 2—Particle size distribution for FeSi without recovering other minerals. Figure 2 shows the size distribution of the FeSi used in this study. A Rosin-Rammler particle size distribution model was fitted to the experimental data, which was obtained from laser sizing using a Fritsch Analysette 22. The specific density (SG) of FeSi was measured with a pycnometer and found to be 5.01.

**Experimental**

Figure 3 shows a schematic of the batch rougher and cleaner flotation test set-up. For the batch rougher flotation test, the Merensky ore was milled to 65% passing 75 µm using a rod mill. The milled ore was transferred into a 5 L flotation cell and tap water was added to the flotation pulp to give a solids concentration of 35% in the pulp. The pulp was conditioned with flotation reagents typically used in Merensky ore flotation. A Denver D-12 flotation machine and mechanism were used with the impeller speed set to 1500 r/min. After conditioning, FeSi was added into the flotation pulp, which was agitated for a further 30 seconds. Air was introduced into the flotation cell at a rate of 8.3 L·min⁻¹. The air flow rate was set to this value for better control of the froth since higher flow rates created a voluminous froth that was difficult to scrape at consistent intervals. This may be due to the ore containing a large amount of floatable material. The froth was allowed to build up naturally (allowing mineral separation to occur in the froth) and removed by hand-scraping every 15 seconds. The bottom edges of the scrapers were kept at a constant level of 5 mm above the froth/pulp interface. This is typical of most batch flotation test procedures, which use hand-scraping of the froth. Eight flotation concentrates were collected, ending at the cumulative flotation times of 1, 3, 7, 20, 30, 40, 50, and 60 minutes. Tap water was used to maintain the pulp level throughout the test. The flotation concentrates and the tails were weighed before filtration and again after drying. This made it possible to calculate the recovery of water.

For the cleaner tests, rougher flotation was first carried out as discussed above. The rougher concentrates collected over 60 minutes were combined and filtered. The undried rougher concentrate filter cake was transferred into a 2.5 L flotation cell and re-pulped to a suitable pulp height using the filtrate from rougher concentrate filtration. In re-flotation, the impeller speed was set to 1200 r/min, and the pulp was agitated for 2 minutes before the air was introduced at a rate of 4 L·min⁻¹. The froth was allowed to develop, and hand-scraping was used to remove the froth every 20 seconds. Six concentrates were collected, ending
at cumulative flotation times of 1, 3, 7, 20, 30, and 40 minutes. The filtrate from rougher concentrate and tails filtration was used to maintain the pulp level. The flotation concentrates and tails were weighed before filtration and again after drying so the water recovery could be calculated. No reagents were added to cleaner flotation so as not to introduce additional variables into the study.

FeSi was recovered from the rougher and cleaner flotation concentrates and tails using a Davis tube (Figure 4). This device is typically used to determine the amount of magnetic material in a sample. The solids were placed into the glass tube that contained water, and an electric current was introduced into the device. The current is related to a certain magnetic flux density. In this study it was 1000 gauss, which is sufficient for recovering ferromagnetic material only and not diamagnetic and paramagnetic material. The ferromagnetic material was held between the poles in the magnetic zone. Water was introduced into the tube at a rate of 1.5 L·min⁻¹ using a peristaltic pump. The continuous flow of water into the tube, together with agitation of the tube, aids in the separation of paramagnetic and diamagnetic material (which exits at the discharge end of the tube) from the ferromagnetic FeSi material, which is held in the magnetized zone. A mass balance of material recovered to tube discharge and that held in the magnetized zone gave the distribution of FeSi in each flotation concentrate and tail. It should be noted that the mass introduced into the Davis tube should be small. Therefore, smaller masses had to be split out from the dried flotation rougher and cleaner tails before testing. For the rougher and cleaner tails, three 30 g sub-samples were split off using an RSD. Each was tested in the Davis tube and the average result used to determine the FeSi content in each flotation tail. An analytical mass balance was used to measure the mass of FeSi obtained from the Davis tube test.

Figure 4—Schematic of Davis tube used to remove FeSi from flotation products

Results and discussion

Verification of FeSi as a tracer

Before the flotation test work, a sub-sample of milled (65% –75 µm) Merensky ore was passed through the Davis tube. No material was held in the magnetized zone at a magnetic flux density of 1000 gauss. This confirmed that the Merensky ore contained no ferromagnetic minerals. A sample of FeSi was also passed through the Davis tube. All the material was held in the magnetized zone at a magnetic flux density of 1000 gauss. This confirmed that FeSi can be used as a tracer since its distribution across the flotation concentrates and tails can be determined using a Davis tube.

The ferromagnetic material obtained from the Davis tube for each flotation product was subjected to X-ray diffraction (XRD) analysis. XRD analysis is a nondestructive test since the mass used can be recovered and reused after the test. This test was used to identify whether the magnetic material recovered by the Davis tube was FeSi. A FeSi sample was also introduced into this analysis as a standard for comparing the XRD patterns obtained for other samples. Figure 5 shows the results of the XRD analysis, confirming that the ferromagnetic material collected from each flotation product was FeSi and not another mineral.

The last step in verification was a mass balance of FeSi across the flotation products. After the XRD analysis, the samples were subjected to laser sizing using a Fritsch Analysette 22.

Table II and Table III show the mass distribution of water, total solids, and FeSi across the batch rougher and cleaner flotation tests respectively. Total solids include the mass of magnetic (FeSi) and nonmagnetic minerals. For the rougher test, the FeSi recovered from the three 30 g rougher tail sub-samples was 2.789, 2.808, and 2.730 g. For the rougher-cleaner test, the FeSi recovered from the three 30 g rougher tail sub-samples was 2.791, 2.781, and 2.861 g and for the three 30 g cleaner tail sub-samples it was 0.969, 0.946, and 0.975 g. These values are comparable and show minimal variation across the triplicate testing. The average of the three was used to determine (by proportion) the FeSi content in the rougher and cleaner tails. A mass balance for FeSi shows that for 200 g introduced into each
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Flotation test, 196.54 g of FeSi was recovered from the rougher test and 196.84 g from the rougher-cleaner test. The good agreement between the mass introduced and mass recovered supports the application of FeSi as a tracer.

Modelling recovery by entrainment

A mass reconciliation was carried out on the FeSi distribution across the rougher and cleaner flotation test work. It is necessary to use balanced data for linking entrainment measurements between rougher and cleaner flotation. Figure 6 shows a parity chart of the reconciled FeSi distribution and the experimental distribution as set out in Table II and Table III.

Figure 7 shows the total recovery of FeSi versus water recovery. FeSi recovery was determined with respect to the total amount added to the rougher feed. The recovery of water from rougher and cleaner flotation was determined with respect to the initial amount of water added to each stage. FeSi recovery does not follow the typical linear relationship expected between entrainment and water recovery. The relationship is nonlinear and resembles the Type 3 relationship reported by Konopacka and Drzymala (2010). Also, entrainment recovery appears to approach a plateau for each stage of flotation. This trend is not unusual and has been reported by other authors. Ekmekçi et al. (2003) investigated the effects of frother type and froth height on the entrainment behaviour of chromite from UG2 ore. They obtained a similar curve for the +45 µm chromite size fraction. The chromite recoveries at 30% and 50% water recovery (the last two data-points on their curve) were about 0.12% and 0.14% respectively, indicating that recovery approaches a plateau.

Table II

<table>
<thead>
<tr>
<th>Sample</th>
<th>Cumulative time (min)</th>
<th>Water recovery (g)</th>
<th>Total solids (g)</th>
<th>FeSi (g)</th>
<th>FeSi size distribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC1</td>
<td>1</td>
<td>138.1</td>
<td>32.0</td>
<td>3.09</td>
<td>3.5</td>
</tr>
<tr>
<td>RC2</td>
<td>3</td>
<td>177.1</td>
<td>33.5</td>
<td>3.07</td>
<td>5.2</td>
</tr>
<tr>
<td>RC3</td>
<td>7</td>
<td>445.9</td>
<td>37.3</td>
<td>2.45</td>
<td>6.3</td>
</tr>
<tr>
<td>RC4</td>
<td>20</td>
<td>1002.9</td>
<td>74.7</td>
<td>4.79</td>
<td>6.8</td>
</tr>
<tr>
<td>RC5</td>
<td>30</td>
<td>730.1</td>
<td>46.9</td>
<td>2.78</td>
<td>5.2</td>
</tr>
<tr>
<td>RC6</td>
<td>40</td>
<td>677.0</td>
<td>37.3</td>
<td>3.20</td>
<td>4.8</td>
</tr>
<tr>
<td>RC7</td>
<td>50</td>
<td>523.1</td>
<td>20.6</td>
<td>1.21</td>
<td>4.6</td>
</tr>
<tr>
<td>RC8</td>
<td>60</td>
<td>431.5</td>
<td>15.0</td>
<td>0.58</td>
<td>4.6</td>
</tr>
<tr>
<td>RT</td>
<td></td>
<td>1895.4</td>
<td>175.37</td>
<td>0.6</td>
<td>58.9</td>
</tr>
</tbody>
</table>

Table III

<table>
<thead>
<tr>
<th>Sample</th>
<th>Cumulative time (min)</th>
<th>Water recovery (g)</th>
<th>Total solids (g)</th>
<th>FeSi (g)</th>
<th>FeSi size distribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC1</td>
<td>1</td>
<td>86.0</td>
<td>32.3</td>
<td>3.40</td>
<td>2.7</td>
</tr>
<tr>
<td>CC2</td>
<td>3</td>
<td>168.9</td>
<td>26.8</td>
<td>3.21</td>
<td>3.3</td>
</tr>
<tr>
<td>CC3</td>
<td>7</td>
<td>261.4</td>
<td>30.8</td>
<td>2.93</td>
<td>4.7</td>
</tr>
<tr>
<td>CC4</td>
<td>20</td>
<td>511.0</td>
<td>48.8</td>
<td>3.54</td>
<td>5.4</td>
</tr>
<tr>
<td>CC5</td>
<td>30</td>
<td>443.4</td>
<td>23.9</td>
<td>1.31</td>
<td>5.9</td>
</tr>
<tr>
<td>CC6</td>
<td>40</td>
<td>426.3</td>
<td>16.3</td>
<td>0.69</td>
<td>5.9</td>
</tr>
<tr>
<td>CLT</td>
<td></td>
<td>115.1</td>
<td>3.70</td>
<td>9.0</td>
<td>88.7</td>
</tr>
<tr>
<td>RT</td>
<td></td>
<td>1900.3</td>
<td>178.06</td>
<td>0.8</td>
<td>68.3</td>
</tr>
</tbody>
</table>

Kirjavainen (1989) investigated the entrainment of 1 µm chromite and silica in batch flotation. The entrainment recovery of both minerals also approached a plateau towards the end of flotation.

The approach of recovery by entrainment to a plateau suggests that the flotation operating conditions limit the recovery. For both rougher and cleaner flotation, the duration of flotation was much longer than that typically used in Merensky ore flotation. Flotation was deliberately prolonged to examine the behaviour of mineral entrainment at extended batch flotation.
The probabilistic model was fitted to the recovery by entrainment data for particle size classes \(-5\mu m, +5\mu m\) and \(-53\mu m, +53\mu m\). Figures 9–11 show the model fit to these data. There are 14 data-points for each size class under examination, only four model parameters per size class). A value of 0.9935 was determined for a total of 56 data-points (14 per data) was determined for a total of 56 data-points (14 per size class and 14 for total FeSi) and 12 model parameters (i.e. four model parameters per size class). A value of 0.9935 was obtained; this indicates a good model fit.

Table IV shows the parameters obtained from the fitting of the model to the experimental data. The maximum amount that can be recovered by entrainment \(R_{\text{Max}}\) decreases with increasing particle size. This parameter can be interpreted in a similar way as the ENT parameter for the linear entrainment model shown in Equation [1]. In that model, ENT decreases with increasing particle size. Similarly, \(R_{\text{Max}}\) decreases with increasing particle size. This is logical since larger particles tend to sediment in the flotation pulp and have low entrainment recovery. On the other hand, smaller particles tend to follow the fluid streamlines into the froth, due to their lower particle inertia, and have a higher recovery.

The model was fitted simultaneously to the rougher and cleaner flotation data. There are 14 data-points for each size class. For each size class under examination, only four model parameters had to be determined during model fitting, these were \(R_{\text{Max}}, F_{\text{rougher}}, F_{\text{cleaner}}, n_i\). The parameter \(R_{\text{Max}}\) describes the maximum amount of material that can be recovered by entrainment from the rougher stage. The maximum amount that can be entrained in the cleaner stage can be determined as \(R_{\text{Max}, c} \cdot Pr\), where Pr is the probability associated with the final concentrate collected from rougher flotation. \(F_{\text{rougher}}\) and \(F_{\text{cleaner}}\) describe the scale of the model, that is, the water flow rate that results in 63.2% of the maximum entrainment recovery being achieved for a stage. The value of 63.2% is obtained when \(F_{\text{rougher}}\) and \(F_{\text{cleaner}}\) are equal to \(F\) for each flotation stage. At this value, \(1 - \frac{\ln(\frac{R}{R_{\text{Max}}})^2}{\ln(\frac{R_{\text{Max}}}{R})}\) is equal to 63.2%. The cleaner stage is more selective than the rougher stage due to the meticulous removal of the froth, that is, longer froth retention time (20 seconds versus 15 seconds for rougher flotation), and dilute pulp conditions. Hence, it was logical to define different model scale parameters for rougher and cleaner flotation. The parameter \(n_i\) controls the shape of the probability model. As \(n_i\) decreases, the shape of the curve produced by the model becomes more like the Type 3 curve reported by Konopacka and Drzymala (2010). For increasing \(n_i\), the model becomes more vertical and linear about the scale parameter and appears like the Type 1 curve.

The probabilistic model was fitted to the recovery by entrainment data for particle size classes \(-5\mu m, +5\mu m\) and \(-53\mu m, +53\mu m\). Figures 9–11 show the model fit to these data. Also, the total FeSi recovery by entrainment was determined from the model-fitted parameters for each size class and the proportion of the particle size class in the flotation rougher feed. This fit is shown in Figure 8. The model gave a good fit to the experimental data for different particle size classes in the different flotation stages. The adjusted coefficient of determination (a statistic used to assess model fit to experimental data) was determined for a total of 56 data-points (14 per size class and 14 for total FeSi) and 12 model parameters (i.e. four model parameters per size class). A value of 0.9935 was obtained; this indicates a good model fit.

Table IV shows the parameters obtained from the fitting of the model to the experimental data. The maximum amount that can be recovered by entrainment \(R_{\text{Max}}\) decreases with increasing particle size. This parameter can be interpreted in a similar way as the ENT parameter for the linear entrainment model shown in Equation [1]. In that model, ENT decreases with increasing particle size. Similarly, \(R_{\text{Max}}\) decreases with increasing particle size. This is logical since larger particles tend to sediment in the flotation pulp and have low entrainment recovery. On the other hand, smaller particles tend to follow the fluid streamlines into the froth, due to their lower particle inertia, and have a higher recovery.
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recovery by entrainment. Zheng, Johnson, and Franzidis (2006) carried out entrainment studies using a 3 m³ Outokumpu tank cell. In their study, the air flow rate and froth height were varied and the degree of entrainment for silica was measured. For an air flow rate of 1.10 m³·min⁻¹ and froth height of 9.6 cm, the \( \text{ENT} \) values for particles with average sizes similar to this study were extracted from the graphical plots: \( \text{ENT} \approx 0.56 \) (7 µm), 0.18 (25 µm), and 0.11 (88 µm). Therefore, the \( R_{\text{EntMax},i} \) parameter from this study is analogous to the \( \text{ENT} \) parameter and varies logically with particle size.

The scale parameter (\( \bar{F}_{i,j} \)) for rougher flotation does not show a particular trend with particle size. This may be due to the nonselective operating conditions in rougher flotation. In rougher flotation, the set-up is designed for maximum mineral recovery. However, in cleaner flotation the longer froth scrapes, lower air flow rate, and dilute pulp conditions create a more selective environment. This may explain the decrease in scale parameter with increasing particle size in cleaner flotation. The lower model estimates for the scale parameter in cleaner flotation than the rougher flotation result in a horizontal shift in the probability model to the left. This indicates a lower probability of entrainment due to a more selective environment in the cleaner flotation stage.

The shape parameter (\( n_i \)) decreases with increasing particle size. This, together with decreasing estimates of the scale parameter, indicates that the probability of entrainment decreases with increasing particle size.

The shape of the entrainment curves (Figures 9–11) is unusual in comparison to curves reported in the literature. The use of water flow rate may be partially responsible. However, a closer examination of the curves shows features that may have a physical meaning. Consider the entrainment of fines (Figure 9). The curve shows three distinct parts: a slow recovery initially followed by a faster recovery and then a gradual slowing down of recovery. At the beginning of flotation, the pulp contains more floatable material and a higher frother concentration. This results in more material (in the form of mineralized bubbles) ascending towards the froth. Water interstitial to the mineralized bubbles contains suspended nonfloatable particles, which can only be recovered by entrainment. As the mineralized bubbles coalesce, the interstitial water and the suspended particles are squeezed out. The suspended particles then drain back into the pulp phase. As the floatable mineral content and frother concentration depletes, the froth contains fewer mineralized bubbles. Consequently, there is less coalescence of the mineralized bubbles. This results in a brittle froth with a higher water content and hence a higher amount of suspended particles. Therefore, entrainment increases during the intermediate period of batch flotation. Towards the end of batch flotation, there are barely any floatable minerals and the frother concentration is at its lowest. The entrainment recovery approaches a plateau at this stage of
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Influence of density and particle size on entrainment

It could be argued that FeSi has a density atypical of most gangue minerals, and as such may not truly represent the entrainment behaviour of gangue. However, mineral density alone does not influence entrainment, the particle size, in addition to density, determines the mass of the particle and its propensity to be entrained. Evidence from the literature and the author’s own view will be presented as justifications for using FeSi as a tracer.

From literature evidence, Wang et al. (2015) presented a review of factors influencing entrainment. The authors cited a study carried out by Maachar and Dobby (1992), who investigated the influence of density on the degree of entrainment. According to this study, the degree of entrainment was measured for two hydrophilic gangue minerals, silica (SG 2.6) and galena (SG 7.5). Figure 12 presents the results of this study. The degree of entrainment increased with decreasing particle size for both minerals. Furthermore, the degree of entrainment was greater for silica than galena for similar particle sizes, but the difference was minimal. At a particle size less than 5 µm, the degrees of entrainment for silica and galena were 0.74 and 0.70 respectively. According to Wang et al. (2015), particle density might interact with other factors which contribute to or affect entrainment in a flotation cell.

Kirjavainen (1989) carried out batch rougher flotation tests with hydrophilic quartz and chromite at a particle size less than 1 µm. Figure 13 shows the result for hydrophilic mineral recovery plotted against the volume of water recovered. The plot does not have the conventional water recovery units in per cent; nevertheless, it does show that both minerals have similar entrainment recovery profiles for similar water recovery, despite their different densities.

In summary, previous studies suggest that the conventional view— entrainment is greater for minerals of lower density and lower for minerals of a higher density— is not completely correct. Other factors such as particle size must also be considered. Particle size and mineral density determine the mass of a particle, which in turn determines its susceptibility to being entrained. To expand on this, a brief explanation is given on particle motion in relation to a fluid. The purpose of this explanation is to show that mineral mass is the driving factor that influences entrainment.

The recovery of a particle by entrainment can be considered as a two-step process involving particle movement through the pulp phase into the froth, and then from the froth into the collected concentrate. In the pulp, an impeller is used to agitate the solids and provide suspension, as well as to disperse the air into smaller bubbles. Most particles that have a propensity to be entrained move towards the froth by following the streamlines of the ascending bubbles. The ability of these particles to follow the streamlines is related to the inertia of the particle. Wang et al. (2014) investigated solid-liquid separation by particle flow instability. The authors considered that when particles are sufficiently tiny they behave as an infinitesimal fluid element and follow the underlying fluid flow. However, when the particles size increases, the inertia of the particle prevents it from instantaneously matching its movement to that of the fluid. The authors then explained that the size and density of the particle moving in a fluid can be captured by the inertial number (σ):

\[ \sigma = \frac{S^2}{\alpha} \]

Table IV

Model parameter estimates for entrainment recovery in rougher and cleaner batch flotation.

<table>
<thead>
<tr>
<th>Size fraction</th>
<th>( R_{\text{ent}} )</th>
<th>( R_{\text{c,rougher}} )</th>
<th>( R_{\text{c,cleaner}} )</th>
<th>( n_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>–5 µm</td>
<td>55.9</td>
<td>465.1</td>
<td>341.4</td>
<td>2.2</td>
</tr>
<tr>
<td>+5 µm –53 µm</td>
<td>16.5</td>
<td>537.8</td>
<td>281.6</td>
<td>1.9</td>
</tr>
<tr>
<td>+53 µm</td>
<td>5.0</td>
<td>456.8</td>
<td>152.1</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Figure 12—Effect of mineral SG on the degree of entrainment for different particle sizes (after Maachar and Dobby, 1992)

Figure 13—Recovery of chromite and quartz by entrainment (after Kirjavainen, 1989)
where $St$ and $R$ are the Stokes number and density ratio respectively. These are defined as:

$$St = \frac{2}{3} \left( \frac{\rho}{\rho_f} \right)^2 Re$$

$$R = \frac{1}{2} \frac{\rho_s D}{\rho_f v_f^2}$$

Wang et al. did not define the type of Reynolds number used in their study. For this illustration, the Reynolds number will be defined for the pulp phase of flotation, and with respect to initial operating conditions.

$$Re = \frac{N D^2 \rho_p}{\mu}$$

Consider two particles, FeSi and silica, with $\rho_p$ of 5010 and 2650 kg·m$^{-3}$ respectively. Both particles are present in water with $\rho_f$ of 1000 kg·m$^{-3}$. Using Equation [10], the density ratios for FeSi and silica were calculated as being 0.18 and 0.32 respectively. The Reynolds number for the flotation pulp was determined for $N = 25$ s$^{-1}$ (i.e. 1500 r/min), $D = 0.05$ m, pulp density 1323 kg·m$^{-3}$, and pulp viscosity 1.30 x 10$^{-4}$ Pa·s. The pulp density was determined by using the initial mass fraction of each component (water, ore, and FeSi) and their respective densities. Cilek (2009) estimated the pulp viscosity using Equation [12], where $\mu_w$ is the water viscosity (8.90 x 10$^{-4}$ Pa·s was used in this illustration) and $\eta$ is the fraction of the pulp occupied by solids; this was estimated from the initial mass fraction and density of each component in the pulp.

$$Re = \frac{N D^2 \rho_p}{\mu}$$

The particle inertia number was estimated for a range of particle sizes using the pulp Reynolds number (which was calculated as 612 502) and the Stokes number. Figure 14 shows the results of this simulation. According to Wang et al. (2014), for $\sigma < 0.1$, the particle moves passively, that is, the particle matches its own velocity to that of the fluid. As $\sigma$ increases, a particle becomes non-passive and its inertia (due to its higher mass) causes it to deviate from the fluid streamlines. So from Figure 14, the inertia numbers exhibited by FeSi and silica are similar up to a particle radius of 25 µm. The inertia number increases more rapidly for FeSi than for silica for a particle radius greater than 25 µm, but the number is still less than unity up to a particle radius of about 100 µm. The key point from this illustration is that fine material (particle diameters less than 50 µm for the purpose of this example) exhibits similar inertia numbers, which are much less than unity. This implies that irrespective of particle density, these fine particles will most likely follow the streamlines in the flotation pulp and travel towards the froth. Hence, the classification of particles in the flotation pulp

$$v_{hs} = v_p (1 - C_c)^m = \frac{(\rho_p - \rho_f) g h^4}{18 \mu L} \left( 1 - C_c \right)^m$$

where $v_p$ is the particle settling velocity in an unhindered environment (m·s$^{-1}$) $g$ is the gravitational acceleration constant (9.81 m·s$^{-2}$) $d$ is the particle diameter (m) $\rho_p$ is the particle density (kg·m$^{-3}$) $\rho_f$ is the fluid density (kg·m$^{-3}$) $\mu$ is the fluid viscosity (Pa·s) $\rho_w$ is the fluid density (kg·m$^{-3}$) $\mu_w$ is the fluid viscosity (Pa·s) $v_{hs}$ is the hindered particle terminal settling velocity (m·s$^{-1}$) $C_c$ is the volumetric concentration of solids in the environment (dimensionless) $m$ is an empirical constant related to the Reynolds number. A value of 4.6 can be assumed for Reynolds numbers less than 0.2.

Figure 15 shows the results for the settling velocity of a FeSi and a silica particle at different particle sizes. In this illustration, particle densities for FeSi and silica were set at values given earlier, the fluid viscosity and density were as for water. $C_c$ for the purpose of this illustration was calculated as 0.07 and was determined for the first concentrate collected from the rougher flotation test. The results from this analysis show that the settling velocities for both particles are similar up to a particle size of 20 µm. In addition to knowing the settling rate of a particle, the upward flow of water should be calculated since this will determine if a particle will settle out of the froth. The water velocity for the first rougher flotation concentrate was roughly estimated using the water collected in that time interval, the density of water, and the surface area at the top of the rougher cell. A value of 6.32 x 10$^{-5}$ m·s$^{-1}$ was calculated. The water velocity is much higher than the settling velocity for the particles at all sizes. This implies that if particles (fines up to coarse) enter
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In summary, the discussion shows that both particle size and density are crucial in determining the susceptibility of a particle to entrainment, since these factors determine the mass of a particle and hence its inertia in the pulp and settling rate in the froth. The lower the inertia of the particle, the greater chance of it following the fluid streamlines into the pulp-froth interface. These particles are pushed into the froth as more mineralized bubbles ascend. Should the particle enter the froth, the settling rate of the particle relative to the fluid velocity determines if the particle will settle out of the froth or be carried into the flotation concentrate.

Conclusions

Recovery by entrainment was measured in batch rougher and cleaner flotation tests using ferrosilicon (FeSi) as a tracer component. The tracer was added to Merensky ore flotation so entrainment could be examined in relation to the flotation of an actual ore and not as a mono-component test involving FeSi only.

The recovery by entrainment from rougher and cleaner flotation, for three different size classes, was not represented adequately by the typical linear and nonlinear entrainment models proposed in the literature. Therefore a three-parameter Weibull probabilistic model was proposed for modelling rougher and cleaner entrainment data simultaneously. The use of water flow rate, rather than water recovery, made it possible to link batch data from rougher and cleaner tests. The model gave a good fit to the experimental data, having an adjusted coefficient of determination of 0.9935. Also, the model-fitted parameters were a logical description of entrainment across rougher and cleaner flotation.

There may be some concern regarding the use of FeSi as a tracer due to its density being higher than that of most gangue minerals. However, evidence from the literature and an example are given to illustrate the influence of particle density and size on entrainment. Both these parameters determine the mass of a particle, which in turn determines the particle inertia in the flotation pulp and settling rate in the froth.

Recovery by entrainment is more dominant for fine particles. For fine particles, the recovery by entrainment appears to be the same (refer to Figure 12) irrespective of particle density. Hence, FeSi can be used as a proxy to measure entrainment, but it is recommended that a size analysis be performed so that the FeSi entrainment parameters determined by particle size (particularly fines, <5 µm) can be applied to entrainment measurements of other non-floatable minerals.

Recommendations

Further work should be carried out to investigate the application of the proposed model to modelling entrainment data from continuous and batch flotation tests. In addition, a more rigorous examination of the influence of particle density should be carried out to supplement the illustrative assessment presented.
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Introduction

Skills shortages are widely regarded as a key factor preventing economic growth rate targets in South Africa from being achieved (Erasmus and Breier, 2009). One industry that makes a significant contribution to the national economy, as well as the economy of the African continent, is South Africa’s mining industry (Chamber of Mines of South Africa, 2013). Unfortunately, this industry is currently experiencing critical skills shortages in occupational categories which form part of the core business, such as engineers (Khalane, 2011) and artisans (Oberholzer, 2010). Employees working in occupations affected by skills shortages are often burdened with additional duties and responsibilities, and thus may be more prone to work stress, which could possibly adversely affect their mental health and optimal functioning. Masia and Pienaar (2011) refer to research that has confirmed that role overload, role ambiguity, and role conflict are indicative of work stress. Work stress is a complex and dynamic phenomenon, in which various factors, or stressors, and modifying variables interact (Siegrist, as cited in Ogilvska-Bulik, 2005). It is possible that employees working in occupational categories affected by skills shortages are experiencing work stress, due to the overburdening of their internal and/or external resources. Therefore, the current study represents an attempt to contribute to managers’ understanding of skills shortages, which will assist them to address human resource issues more effectively.

Skills shortages have been scientifically investigated in sectors such as construction (Bennett and McGuinness, 2009) and information technology (Wickham and Bruff, 2008), but the topic has not yet been adequately studied within the context of the mining industry. A study conducted by Paten (2006) in the construction industry found that stress levels of respondents were attributed to inadequate staffing, leading to role overload, which was one of the major causes of occupational health issues. Furthermore, previous studies investigating skills shortages have focused mainly on the economic impact (e.g., Bennett and McGuinness, 2009; Razzak and Timmins, 2008). Apart from the economic impact of skills shortages, however, one needs to ask the question ‘Where do skills shortages leave employees who need to do the work in occupational categories affected by these shortages?’ It is important to ask this question, as the mental health of individuals working in male-dominated industries, such as mining, has received increased interest due to the high incidence of suicide in workers.
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these industries (Considine et al., 2017). Therefore, from a mental health perspective, there is a need to extend the current literature on work stress in occupations where skills shortages are experienced.

Research aim, objectives, and hypotheses

The research objective of the study was to determine whether the occupational aspects of organizational functioning, job-related tasks, the physical work environment, career-related issues, social issues, and HR policy influence the experience of work stress by employees in occupational categories where skills shortages are prevalent. The research hypotheses for the study are that the following factors have statistically significant relationships to the experience of work stress.

H1: Organizational functioning
H2: Job-related tasks
H3: The physical work environment
H4: Career-related issues
H5: Social issues
H6: HR policy.

The study addresses the current dearth of empirical research focusing on stress within the context of the mining industry. Apart from the theoretical contribution of the study, the findings regarding the experience and causes of work stress can be useful to mining companies for redesigning current retention strategies and wellness programmes. Retaining competent employees and increasing their mental health and happiness increases productivity and reduces costs (Carmichael et al., 2016), which is currently much needed in the South African mining industry.

Literature survey

Stress

South Africans from all walks of life experience abnormally high stress levels compared to the rest of the world, and these high stress levels often manifest in emotional behaviour (van Zyl and Bester, as cited in Oosthuizen and van Lill, 2008). Del Fabbro (2012) asserts that high stress levels cause employees to be less able to manage their emotions and to deal with pressure, and to be more likely to act destructively. Furthermore, problem-solving and decision-making skills are impaired, and the immune system is negatively affected, leading to more illnesses and prolonged recovery periods, which all have an adverse impact on productivity (Del Fabbro, 2012). Notwithstanding these negative outcomes associated with severe stress, stress is a natural part of everyday living, and it has become an integral part of jobs in every sector. However, if not managed effectively, work stress can have a negative effect on the physical and the emotional wellbeing of an individual (Hasnain, Naz, and Bano, 2010). Although some circumstances may have a detrimental effect on the wellbeing of an individual, the individual's perception of the situation will determine whether the situation will be stressful or not (Hasnain, Naz, and Bano, 2010). Furthermore, potential stress will become actual stress only if the outcome is both uncertain and important (Robbins et al., 2009). Thus, although stress is often regarded as negative, it can also be a positive force, enabling individuals to reach their full potential.

Work stress

Stress in the workplace is a growing concern in the current state of the global economy, where employees increasingly face conditions of overwork and job insecurity, low levels of job satisfaction, and a lack of autonomy. Work stress manifests in harmful physical and emotional responses that occur when job requirements do not match the employee's capabilities, knowledge, skills, resources, and needs, and also the expectations of the employer (Negi, 2014). Furthermore, work-related stress occurs when there is a mismatch between the demands of the job and the resources and capabilities of the individual worker. Work stress has been shown to have a detrimental effect on the health and wellbeing of employees, as well as on workplace productivity and profits (Bickford, 2005). A number of factors can lead to stress reactions in the workplace, and these factors are often referred to as stressors. Stressors can be categorized as extra-organizational stressors, organizational stressors, group stressors, and individual stressors (Luthans, 2002; Velnampy and Aravinthan, 2013). In combination or individually, these stressors may impinge upon employees at every organizational level, and in every type of organization (Velnampy and Aravinthan, 2013).

Problems outside of the work environment can also contribute to stress and make it difficult for the individual to cope with the pressures of work, and can prevent optimal performance (Gibbens, 2007). Various factors within an organization can cause a person to experience stress, such as task demands, physical demands, role demands, and interpersonal demands (Robbins et al., 2009). Group pressures, in contrast, include aspects such as pressure to increase or to limit output and pressure to conform to the group's norms (Griffin and Moorhead, 2012). If the individual's expectations differ from those of the group, they may experience high levels of stress, because they will often be excluded from group interactions or they will not experience group acceptance and support (Coopmans, 2007). On a personal level, individual dispositions also tend to moderate the effect that stressors have on an individual's health (Luthans, 2011; Quick and Nelson, 2009). Examples mentioned of such individual dispositions are Type A and Type B personalities, learned helplessness, self-efficacy, psychological hardness, and optimism.

Schutte, Edwards, and Milanzi (2012) assert that the South African mining industry is rife with stress and difficult working conditions, despite the strategic drive to reduce injuries and ill-health. These difficult working conditions include challenging physical and cognitive job demands and the presence of hazardous materials, which have the potential to cause workplace accidents, injuries, and fatalities, making the mining industry one of the most dangerous and hazardous occupational settings in South Africa (Smit, de Beer, and Pienaar, 2016). However, despite the stressful nature of this industry, there is a dearth of research studies focusing on stress in this context (Schutte, Edwards, and Milanzi, 2012). Therefore, it is necessary to further investigate work stress in the South African mining industry. For the purposes of this study, experiences of work stress and work-related causes of stress were measured. The following work-related causes of stress were considered (Schaap and Kekana, 2016):

- Organizational functioning, which refers to employees' contribution to decision-making and strategy creation, supervisory or managerial trust, an effective organizational structure, a positive management climate, recognition, and the degree of openness in communication between employees and supervisors or managers.
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- Job-related tasks, or task characteristics, which comprise the extent to which employees can control their work, adequate rewarding of executing work challenges, the quality of instruction received for a task, the level of autonomy given to employees, reasonable deadlines, utilization of employees, and work variety.

- Physical working conditions, which are aspects such as (in)adequate lighting, the temperature and the cleanliness of the work area, the availability of adequate office equipment, and the distance to and the condition of the bathrooms.

- Career opportunities, which refers to employees’ expectations regarding further training and development, utilization of skills and talents, and job security.

- Social issues, which include employees’ experience of social interaction at work, expectations with regard to job status, positive relationships with others, and reasonable social demands.

- HR policy, especially pertaining to remuneration and fringe benefits. Remuneration expectations refer to a fixed, a commission-based or a piece-rate salary, and a fair HR policy on remuneration. Fringe benefits include any tangible or intangible rewards that a company offers its employees.

From the mentioned research findings, one may expect that the challenging physical working conditions evident in the South African mining industry will be the main predictor of the prevalence of work stress in this industry.

Skills shortages

‘Skills shortages’ seems to be a somewhat vague concept, involving many specific components, but the core issue is that the demand for certain skills exceeds the supply of such skills (Daniels, 2007). Authors are not all in agreement on the definition of skills shortages, and therefore the concept has been defined differently, seemingly depending on the individual authors’ areas of interest. For example, economists focus mostly on skills shortages and their relationship to productivity (Sebusi, 2007), while South Africa’s Department of Labour does not make reference to this relationship (South Africa, 2006). The Department of Labour defines skills shortage as a situation in which employers are unable to fill, or experience difficulty in filling, vacancies in a specific occupation or field of specialization, due to an insufficient number of workers with the required qualifications and experience (John, 2006). For the purposes of this study, the latter definition will be used.

Core skills are applicable to occupations that form part of the core production and operations of an organization. These core skills, or core positions, are essential to an organization, and without them the organization cannot function (South Africa, 2008). Currently, critical skills shortages in South Africa’s mining industry are experienced in the occupational categories of engineer and artisan (Oberholzer, 2010; Toni, 2009). Only a limited number of qualified engineers and artisans are currently available to occupy these positions, which may potentially have an adverse impact on their work experiences and organizational performance. Because engineers and artisans are part of the core business of the mining industry, shortages in these occupational groups are a burden. Not only do such shortages affect the performance of the industry and the country’s economic growth rate, but they may also potentially have a detrimental impact on individuals working in occupational categories where skills shortages are experienced. Therefore, it is important to investigate how stressed individuals are within occupational categories affected by skills shortages, in order to deal with potential wellness issues before the problem of skills shortages worsens.

Methodology

Research design

A descriptive quantitative research design was used. The study was cross-sectional in nature because the research was carried out at a specific point in time on a sample from two mining companies.

Population and sampling strategy

Two mining companies agreed to participate in the study. A sample was drawn from two core mining-sector occupational categories, namely artisans and engineers, because these occupational categories are severely affected by skills shortages. A total of 43 engineers and 1015 artisans were employed at these mining companies at the time the data was collected. Only readily accessible respondents could participate in the study, and therefore the convenience sampling method was used to draw a sample from the target population. The final sample consisted of 188 artisans and engineers. A description of the sample is presented in Table I.

From the information presented in Table I, the sample may be described as mostly male, black African, falling within the age category of 20–39 years, having a Grade 12 or higher qualification, and having worked for 1–15 years in their current positions and at the current organization. Although the sample is skewed towards the position of artisan, the population included 43 engineers and 1015 artisans, and the sample may therefore be regarded as representative of the population.

Data collection procedure

Primary data was collected by means of self-administered questionnaires. The questionnaires were personally distributed and collected by the researcher at a pre-arranged time on a pre-arranged day. Attached to the research questionnaire was an introductory letter, in which the purpose of the study was clearly stated. The questionnaire consisted of three sections. The first section consisted of a self-constructed biographical questionnaire which was designed to solicit relevant demographic information from respondents regarding their gender, race, age, work experience, highest academic qualification, and their occupation, in order to describe the sample. The second section consisted of an abridged version of the Work and Life Circumstances Questionnaire (WLQ) (van Zyl and van der Walt, 1991). This section of the questionnaire consisted of 100 items, and was aimed at measuring the levels of stress that an employee may be experiencing, and identifying the causes of stress within the work situation (van Zyl and van der Walt, 1991). The following causes of stress within the work situation were investigated: the functioning of the organization, the characteristics of the tasks to be performed, the physical working conditions and the job equipment, social and career issues, and HR policy, especially pertaining to remuneration and fringe benefits. A sample item is ‘How often in your work do you feel worried?’ The respondents were required to rate how often at work they experience each item, where the possible responses range from 1 (virtually
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<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profile of the respondents (n = 188)</td>
</tr>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>Gender</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Race</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Age</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Number of years in current position</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Total number of years working in the current organization</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Highest qualification</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Position</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
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never*) to 5 ('always'). The third section consisted of an openended question to gain insight into engineers' and artisans' perceptions of the impact of skills shortages on their experience of work stress. This question gave respondents the opportunity to articulate their perceptions of the impact of skills shortages on work stress.

Instrument validation and piloting

Regarding validity, content validity was considered. Content validity was ensured by assessing the questionnaire to establish whether the questions posed were clearly formulated and concise. Two experts, an industrial psychologist and a human resource management specialist, evaluated the statements in the questionnaire to establish whether they were appropriate to measure work stress. A research psychologist also reviewed the questionnaire in terms of its content, format, and layout. Note should be taken that the WLQ is classified as a psychometric test by the Health Professions Act, Act 56 of 1974, Notice 155 of 2017 (South Africa, 2017). This implies that the psychometric properties of the test have been confirmed for a South African sample.

Before the final questionnaire was distributed to the sample, a group of 10 individuals participated in a pilot study. The individuals were requested to complete the questionnaire and to provide critical feedback, general comments, and/or advice, to ensure that the wording of the questionnaire was understandable and that the layout was appropriate. In addition, feedback was given on the time it took to complete the questionnaire. All the pilot study questionnaires were returned, comments were considered, and amendments were made.

Ethical considerations

Ethical clearance was obtained from the hosting university.

Furthermore, in order to obtain informed consent from those parties that would be affected by the study, the following criteria were met, in accordance with the suggestions of Welman, Kruger, and Mitchell (2005). Written permission was requested from the respective mining companies to conduct the research study. In order to obtain informed consent from the respondents, an introductory letter explaining the purpose of the research project was composed and attached to the final questionnaire. The introductory letter made specific reference to respondents' right to confidentiality, anonymity, and voluntary participation. At the end of the questionnaire, respondents were requested to provide their contact details if they wanted to receive a copy of the results.

Data analysis

To test the hypotheses, a variance-based approach to structural equation modelling (SEM), namely partial least squares structural equation modelling (PLS-SEM), was used. The statistical software program used was SmartPLS version 5.2.8. Variance-based structural equation modelling software such as SmartPLS provides robust results in complex models assessed using small sample sizes (Hair, Ringle, and Sarstedt, 2011). In this study, the six independent variables were measured using 50 items, while the sample size was 188 respondents. Before testing the hypotheses, the measurement model was assessed for internal consistency and construct validity (Hair et al., 2006). The assessment of internal consistency reliability entailed calculating the Cronbach’s alpha value and the composite reliability (CR) value for each construct. The Cronbach’s alpha value represents the ‘conservative’ estimate of reliability, and the CR value represents the ‘liberal’ estimate of reliability. Therefore, the true reliability of a scale lies between the Cronbach’s alpha and the CR value of the scale. For evidence of internal consistency reliability, the Cronbach’s alpha value and the CR value should be 0.7 higher. Hair et al. (2006) assert that Cronbach’s alpha values of 0.6 to 0.7 are deemed the lower limit of acceptability. To assess convergent validity, the outer loadings must be 0.7 or higher and must be statistically significant (p ≥ 0.05 [two-tailed]). Also, the average variance extracted (AVE) for each construct must be 0.5 or higher. However, items with loadings between 0.4 and 0.7 should be considered for removal only when the removal of the item(s) would increase the reliability values and/or the AVE of the associated construct above the minimum values. To assess discriminant validity, the Fornell-Larcker criterion was applied. The Fornell-Larcker criterion entails comparing the square roots of the AVEs of two constructs with the correlation between the two constructs. For evidence of discriminant validity, the square root of the AVE of each of the two constructs forming a pair must be higher than the correlation between the two constructs.

To test the hypotheses, the bias-corrected accelerated bootstrapping procedure was used to calculate t-values and p-values (two-tailed) (Hair et al., 2006). Acceptance of a hypothesis was based on the following decision criteria: (1) The sign of the path coefficient must be in the hypothesised direction, and (2) the p-value (two-tailed) must be equal to or less than 0.05.

Findings

Assessment of the measurement model

In line with the data analysis procedure described in the previous...
Work stress of employees affected by skills shortages in the South African mining industry

section, the original measurement model of the independent variables was assessed for reliability and validity. However, although the assessment of the measurement model confirmed internal consistency reliability, the AVE of the six independent variables did not exceed 0.5. To achieve acceptable convergent validity, followed by discriminant validity, items with a low outer loading were systematically removed until the AVE of each factor exceeded 0.5 and discriminant validity could also be proved. In Table II the measurement model results are presented for the modified measurement model, which met the requirements for internal consistency and convergent validity.

Next, the discriminant validity of the measurement model was assessed. As seen in Table III, the square root of the AVE of each factor forming a pair is higher than the correlation between the two constructs. Thus, based on the results presented in Table III, it can be concluded that the modified measurement model also exhibits adequate discriminant validity, and the hypothesis testing can thus be performed.

**Testing of the hypotheses**

In Figure 1 the results of the testing of the hypotheses are summarized. As seen in Figure 1, the six independent variables explain 41.5% of the variance in the dependent variable (experience of work stress). Of the six independent variables, three variables have a statistically significantly influence on the experience of work stress – two factors exerted a negative influence, and one factor exerted a positive influence. Thus, H1, H4, and H5 are rejected, and H2, H3, and H6 are accepted.

According to the results reported in Figure 1, remuneration, benefits, and policy had the strongest negative statistically significant influence on experience of work stress (−0.312; p = 0.001 [two-tailed]). Job-related tasks also had a negative statistically significant influence (−0.263; p = 0.002 [two-tailed]). In contrast, physical work environment was the only factor that had a statistically significant positive influence (0.233; p = 0.042 [two-tailed]) on experience of work stress.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Item</th>
<th>Outer loading</th>
<th>p-value (two-tailed)</th>
<th>Cronbach’s alpha</th>
<th>CR</th>
<th>AVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Career-related issues</td>
<td>CI2</td>
<td>0.702</td>
<td>0.000</td>
<td>0.763</td>
<td>0.847</td>
<td>0.581</td>
</tr>
<tr>
<td></td>
<td>CI6</td>
<td>0.768</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CI7</td>
<td>0.747</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CI9</td>
<td>0.827</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Job-related issues</td>
<td>JRT15</td>
<td>0.703</td>
<td>0.000</td>
<td>0.732</td>
<td>0.832</td>
<td>0.555</td>
</tr>
<tr>
<td></td>
<td>JRT4</td>
<td>0.701</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>JRT6</td>
<td>0.751</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>JRT7</td>
<td>0.819</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organizational functioning</td>
<td>OF3</td>
<td>0.886</td>
<td>0.000</td>
<td>0.743</td>
<td>0.849</td>
<td>0.654</td>
</tr>
<tr>
<td></td>
<td>OF6</td>
<td>0.737</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>F7</td>
<td>0.797</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical work environment</td>
<td>PWE3</td>
<td>0.875</td>
<td>0.000</td>
<td>0.819</td>
<td>0.859</td>
<td>0.557</td>
</tr>
<tr>
<td></td>
<td>PWE4</td>
<td>0.878</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PWE5</td>
<td>0.737</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PWE6</td>
<td>0.559</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PWE7</td>
<td>0.624</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remuneration, benefits, and policy</td>
<td>RBP2</td>
<td>0.689</td>
<td>0.000</td>
<td>0.609</td>
<td>0.794</td>
<td>0.564</td>
</tr>
<tr>
<td></td>
<td>RBP6</td>
<td>0.784</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RBP7</td>
<td>0.793</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social issues</td>
<td>S12</td>
<td>0.716</td>
<td>0.000</td>
<td>0.830</td>
<td>0.886</td>
<td>0.662</td>
</tr>
<tr>
<td></td>
<td>S16</td>
<td>0.756</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S17</td>
<td>0.894</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S18</td>
<td>0.874</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

CI: Career-related issues; JRT: Job-related tasks; OF: Organizational functioning; PWE: Physical work environment; RBP: Remuneration, benefits, and policy; SI: Social issues

Note: On the diagonal are the square roots of the AVEs and below the diagonal are the correlations between the factors

Perceived relationship between work stress and skills shortages

In order to determine the perceptions of respondents employed in core occupational categories (i.e. artisans and engineers) regarding the impact of skills shortages on their experience of work stress, the following question was posed: ‘How would you describe the impact of skills shortages on your stress levels?’. The responses to this question show that 13% (n = 24) indicated that
skills shortages did have an impact on their stress levels, 51% (n = 97) indicated that they were not sure, and 34% (n = 64) indicated that skills shortages did not have an impact on their stress levels. A total of three respondents (2%) did not answer the question. The responses indicate that many (34%) of the artisans and engineers included in the sample held the opinion that skills shortages do not have an impact on their levels of stress, while some (13%) indicated that skills shortages do have an impact on their levels of stress.

From the data collected with the open-ended question regarding the impact of skills shortages on work stress, the following themes emerged: coping mechanisms, work-related characteristics, work-life balance, and the physical work environment. The emerging themes regarding the impact of skills shortages on work stress levels of artisans and engineers included in the sample can be divided into individual, extra-organizational, and organizational factors. On an individual level, it seems that some of the respondents struggle to cope with the work stress they are exposed to. Regarding extra-organizational factors, the theme of work-life balance emerged. From the responses, it is clear that some of the respondents are experiencing work stress and non-work-related stress. Organizational factors included the themes of job-related characteristics and the physical work environment. Most of the responses listed under job-related characteristics made reference to work overload. The themes that emerged support previous research findings which indicate that work load issues are the greatest cause of stress, followed by people or relationship issues, and then work-life balance (Nelson, as cited in Coetzee and de Villiers, 2010).

Discussion of results
As is evident from the results presented in Figure 1, the physical work environment had a positive and statistically significant influence on the experience of work stress. This finding is unexpected, and it contradicts previous research findings which indicate that the physical work environment of the mining industry is the main cause of work stress (e.g. Schutte, Edwards, and Milanzi, 2012). The physical work environment subsection of the questionnaire measured specifically the availability of job equipment, such as stationery, tools, and electronic and laboratory equipment, and their working order, as well as being allowed to function in inadequate physical working conditions (e.g. inadequate lighting, temperature, and office space). Thus, the more positively these aspects were evaluated, the more work stress the respondents reported. However, the reality is that employees in the mining industry are exposed to harsh working conditions, long working hours, sometimes unsafe working conditions, highly unionized environments, and enormous pressure to perform (Brand-Labuschagne et al., 2012). Furthermore, mine workers in general are exposed to various safety hazards, such as falling rocks, dust, intense noise, fumes, and high temperatures (Badenhorst, 2006). It is possible that these industry-specific issues were not covered by the items in the questionnaire. It is also possible that the respondents did not perceive their physical work environment as a cause of stress, although it can potentially be the main cause of work stress. Furthermore, as was indicated previously, potential stress will become actual stress only if the outcome is both uncertain and important (Robbins et al., 2009). Therefore, it is possible that the respondents did not perceive the physical work environment as important, and also, their familiarity with this environment may reduce their uncertainty in this regard.

HR policy, especially pertaining to remuneration and fringe benefits, was negatively and statistically significantly related to
the experience of work stress. This finding is supported by the argument offered by van der Walt et al. (2016), who state that in occupational categories where skills shortages exist, employees are likely to do more work but are not necessarily being remunerated or rewarded for the additional work they perform. The latter authors further suggest that mining companies should mindfully and continuously consider the structuring of remuneration packages and HR policy pertaining to occupational health and safety, in order to improve the job satisfaction levels of employees affected by skills shortages.

The findings of the study further revealed that job-related tasks were negatively and statistically significantly related to the experience of work stress. Consistent with the findings of the current study, Robbins (2005) asserts that employees prefer jobs that afford them the opportunity to apply their skills and abilities, that offer them variety and freedom, and that provide them with constant feedback on their performance. Furthermore, employees who find their work interesting are likely to be more satisfied and motivated than employees who do not enjoy their jobs. Ongori and Agolla (2008) came to a similar conclusion, and identified the following job-related causes of work-related stress: work overload, time pressure, role ambiguity, long working hours, and shift work. Supporting this finding, some respondents mentioned in their response to the open-ended question that work overload is a cause for concern. It is possible that due to the shortage of employees in the artisan and engineer categories, incumbents may feel that they are given too many tasks, which may leave them feeling that they are not in control of their work and that they cannot meet strict production deadlines. The finding that task characteristics influence work-related stress is of paramount importance to mining companies, and therefore they need to consider whether employees affected by skills shortages are overloaded, whether employees are fairly rewarded for executing additional responsibilities, whether proper instructions are given, and whether reasonable deadlines are set. It is further necessary that appropriate HR policies are developed and continuously updated in order to ensure equity and mental health. By considering these aspects, mining companies can prevent artisans and engineers from being ‘poached’ by international mining companies, thereby exacerbating the current skills shortages in these occupational categories.

Conclusion

Despite the theoretical and practical contribution of the study, it was not without limitations. Firstly, the study was limited to mining engineers and artisans employed on two gold mines in South Africa. Although the ideal would have been to include a random sample of artisans and engineers working in the South African mining industry, this was not possible due to the wide geographical distribution of mines in the country. This implies that the findings of the current study cannot be generalized to other populations, provinces, and countries. Furthermore, the fact that the study is restricted to the mining industry means that the findings are not generalizable to employees in other occupations and industries where skills shortages are experienced, due to prevailing dissimilar conditions which could yield different findings from those of this study. However, the findings of the study can be used by mining companies to retain artisans and engineers in their employment, rather than promoting the exodus of these employees employed in core occupational categories. Also, although the engineers included in the study were representative of the target population, the number was not sufficient to make meaningful comparisons possible between artisans and engineers.

It is recommended that empirical studies continue to investigate the impact of skills shortages on work behaviour. By understanding the behaviour and experiences of employees affected by skills shortages, mining companies will be in a position to improve the mental health of their workers, which will hold many positive outcomes for this industry. It is further recommended that the study of work stress be extended to include a more representative sample of South Africa’s mining industry, in particular people from different occupational groups affected by skills shortages. Thus, it will be interesting to see how the findings of the current sample compare with those of a national and/or international sample. Further research on work stress in South Africa’s mining industry should be encouraged. Due to the unique nature of this industry, it seems important that work stress is investigated further, to inform organizational leaders and wellness workers when they create new initiatives. In addition, stress management programmes can be tailored to meet the needs of different occupational groups, focusing on different life skills and coping techniques.

The findings of the current study show that mining companies need to consider interventions to reduce work-related stress, thus ensuring the wellbeing of engineers and artisans. It is proposed that mining companies should place increased emphasis on stress management training and counselling programmes, and that they should improve stress awareness programmes. Furthermore, by developing managerial capacity through effective leadership training programmes, organizational leaders will become more knowledgeable about work-related stressors and employee wellbeing. It is also proposed that artisans and engineers should be provided with work that is carefully structured. This will enhance their autonomy and responsibility, enabling them to utilize their skills. In addition, appropriate recognition should be given to artisans and engineers for their inputs.

The findings of the current study deepen the understanding of work-related stress of employees in occupational categories where skills shortages are experienced. In addition, the findings indicate that it is important for mining companies to consider human resource interventions to reduce work stress, thus ensuring the wellbeing of engineers and artisans in the mining industry. Should mining companies decide to ignore work-related stressors that employees are exposed to, particularly those employed in occupational categories where skills shortages are experienced, skills shortages may worsen, which may be detrimental to the future of the South African mining industry.
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The SAIMM YPC Career and Leadership Conference is aimed at enhancing students’ leadership skills and to provide them with an opportunity to interact with various stakeholders. The conference fulfills a need for students to acquire additional soft skills that will serve them well in their future career paths. These student bodies organise the conference on a rotational basis.

<table>
<thead>
<tr>
<th>UNIVERSITY</th>
<th>STUDENT BODIES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>UNISA</strong></td>
<td>UNISA Mining Society (UMS) is a structure which exists within the University of South Africa (UNISA). UMS which is an acronym for UNISA Mining Society acknowledges its existence as an autonomous substructure of Science Engineering and Technology Student Association (SETSA). UMS represents students in Mining Engineering and Mine Survey.</td>
</tr>
<tr>
<td><strong>UP</strong></td>
<td>The Tuks Mining Society (TMS) is a student led society and the sub-house of the mining department; which forms part of Engineering Built-Environment and Information Technology (EBIT). It is under the supervision of the mining department and aims not only at enhancing students social and leadership skills, but also creates a platform for students to network with other students, lecturers, alumni members and industry professionals. It was founded in the 1990's with the initial purpose of addressing the social needs of its members.</td>
</tr>
<tr>
<td><strong>WITS</strong></td>
<td>The Metallurgical Sub-house is a student organisation of the Department of Material Science and Metallurgical Engineering at the University of Pretoria. The main objectives of the Sub-House are to serve as a communication link between students in the Department of Materials Science and Metallurgical Engineering and the staff members, to assist in organizing academic, social and other events for the department and to assist in marketing Metallurgical Engineering as a career and a study field.</td>
</tr>
<tr>
<td><strong>CHMT</strong></td>
<td>The CHMT (Chemical and Metallurgy) School Council is an extension and operates under the governance of the SRC. We are here to voice out our students’ concerns, interests and suggestions.</td>
</tr>
<tr>
<td><strong>WITS</strong></td>
<td>The Mining Engineering Student Council (MESC) is committed to exemplary student leadership in defining competent Mining Engineer that the Wits School of Mining Engineering is producing for the mining industry and the country at large. To this end, it aims to encourage academic excellence and promote equality of opportunity through effective, accountable and transparent student leadership.</td>
</tr>
<tr>
<td><strong>SMES</strong></td>
<td>The Student in Mining Engineering Society (SMES) is a student body recognised by Wits University with the main objective to represent and address the social needs of its members (mainly consisting of Wits Mining Engineering Students). It is concerned with linking students to the school, alumni and the industry through different events.</td>
</tr>
<tr>
<td><strong>MINING</strong></td>
<td>We, the school of mines students of the University of Johannesburg, drawn from various cultural, religious, social, economic and political backgrounds, conscious of the historic disparities within the South African mining industry in general; and committed to the building and sustenance of a non-racial, non-sexist and democratic institution.</td>
</tr>
<tr>
<td><strong>MESO</strong></td>
<td>MESO is an organisation concerned with the holistic development of its constituents. Academic excellence combined with social development is a goal that is to be reached. MESO seeks to create an environment that will allow for an improved relationship between students and the Metallurgical department. Our aim is also to build a bridge between students and the institution (University of Johannesburg) and industry.</td>
</tr>
<tr>
<td><strong>WOMEN</strong></td>
<td>Women in Mining of the University of Johannesburg is a constituency of female students in mining related courses (namely: Mining Engineering, Mineral Surveying and Metallurgical Engineering). We are the flowers of our nation, springing from different roots of cultures, religion and race. In unity, we stand through our diversity with the main aim to empower each other.</td>
</tr>
</tbody>
</table>
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13–16 July 2021 — Copper Cobalt Africa
The 10th Southern African Base Metals Conference
Avani Victoria Falls Resort, Livingstone, Zambia
Contact: Camielah Jardine
Tel: +27 11 834-1273/7
Fax: +27 11 838-5923/833-8156
E-mail: camielah@saimm.co.za
Website: http://www.saimm.co.za
29–30 July 2021 — 5th Mineral Project Valuation Colloquium
Glenhove Events Hub, Melrose Estate
Contact: Gugu Charlie
Tel: +27 11 834-1273/7
Fax: +27 11 838-5923/833-8156
E-mail: gugu@saimm.co.za
Website: http://www.saimm.co.za
18–20 August 2021 — WorldGold Conference 2021
Misty Hills Conference Centre, Muldersdrift, Johannesburg, South Africa
Contact: Camielah Jardine
Tel: +27 11 834-1273/7
Fax: +27 11 838-5923/833-8156
E-mail: camielah@saimm.co.za
Website: http://www.saimm.co.za
29 August–2 September 2021 — APCOM 2021
The next digital transformation in mining
Misty Hills Conference Centre, Muldersdrift, Johannesburg, South Africa
Contact: Camielah Jardine
Tel: +27 11 834-1273/7
Fax: +27 11 838-5923/833-8156
E-mail: camielah@saimm.co.za
Website: http://www.saimm.co.za
3–6 October 2021 — Massmin 2020 Eight International Conference on Mass Mining
Santiago, Chile, Contact: J.O. Gutiérrez
Tel: (56-2) 2978 4476
Website: www.minas.uchile.cl

2022
Philadelphia
Website: http://www.natconference.com

Due to the current COVID-19 pandemic our 2020 conferences have been postponed until further notice.
We will confirm new dates in due course.
The following organizations have been admitted to the Institute as Company Affiliates

3M South Africa (Pty) Limited
AECOM SA (Pty) Ltd
AEL Mining Services Limited
African Pegmatite
Air Liquide (PTY) Ltd
Alexander Proudfoot Africa (Pty) Ltd
AMIRA International Africa (Pty) Ltd
ANDRITZ Delkor(pty) Ltd
Anglo Operations Proprietary Limited
Anglogold Ashanti Ltd
Arcus Gibb (Pty) Ltd
ASPASA
Atlas Copco Holdings South Africa (Pty) Limited
Aurecon South Africa (Pty) Ltd
Aveng Engineering
Aveng Mining Shafts and Underground
Axiom Chemlab Supplies (Pty) Ltd
Axis House Pty Ltd
Bafokeng Rasimone Platinum Mine
Barloworld Equipment - Mining
BASF Holdings SA (Pty) Ltd
BCL Limited
Becker Mining (Pty) Ltd
BedRock Mining Support Pty Ltd
BHP Billiton Energy Coal SA Ltd
Blue Cube Systems (Pty) Ltd
Bluhm Burton Engineering Pty Ltd
Bond Equipment (Pty) Ltd
Bouygues Travaux Publics
CDM Group
CGG Services SA
Colamin Process Technologies CC
Concor Opencast Mining
Concor Technicrete
Council for Geoscience Library
CRONIMET Mining Processing SA Pty Ltd
CSIR Natural Resources and the Environment (NRE)
Data Mine SA
Digby Wells and Associates
DRA Mineral Projects (Pty) Ltd
DTP Mining - Bouygues Construction
Duraset
Elbroc Mining Products (Pty) Ltd
eThekwini Municipality
Ex Mente Technologies (Pty) Ltd
Expecta 2004 (Pty) Ltd
Exxaro Coal (Pty) Ltd
Exxaro Resources Limited
Filtquip (Pty) Ltd
FLSmidth Minerals (Pty) Ltd
Fluor Daniel SA (Pty) Ltd
Franki Africa (Pty) Ltd-JHB
Fraser Alexander (Pty) Ltd
G H H Mining Machines (Pty) Ltd
Geobrugg Southern Africa (Pty) Ltd
Glencore
Hall Core Drilling (Pty) Ltd
Hatch (Pty) Ltd
Herrenknecht AG
HPE Hydro Power Equipment (Pty) Ltd
Immersive Technologies
IMS Engineering (Pty) Ltd
Ingwenya Mineral Processing (Pty) Ltd
Ivanhoe Mines SA
Joy Global Inc. (Africa)
Kudumane Manganese Resources
Leco Africa (Pty) Limited
Leica Geosystems (Pty) Ltd
Longyear South Africa (Pty) Ltd
Lull Storm Trading (Pty) Ltd
Maccaleri SA (Pty) Ltd
Magnetech (Pty) Ltd
Magotteaux (Pty) Ltd
Malvern Panalytical (Pty) Ltd
Maptek (Pty) Ltd
Maxam Dantex (Pty) Ltd
MBE Minerals SA Pty Ltd
MCC Contracts (Pty) Ltd
MD Mineral Technologies SA (Pty) Ltd
MDM Technical Africa (Pty) Ltd
Metalock Engineering RSA (Pty) Ltd
Metorex Limited
Metso Minerals (South Africa) Pty Ltd
Micromine Africa (Pty) Ltd
MineARC South Africa (Pty) Ltd
Minerals Council of South Africa
Minerals Operations Executive (Pty) Ltd
MineRP Holding (Pty) Ltd
Mintek
MIP Process Technologies (Pty) Ltd Limited
MLB Investment CC
Modular Mining Systems Africa (Pty) Ltd
MSA Group (Pty) Ltd
Multotec (Pty) Ltd
Murray and Roberts Cementation
Nalco Africa (Pty) Ltd
Namakwa Sands(Pty) Ltd
Ncamiso Trading (Pty) Ltd
New Concept Mining (Pty) Limited
Northam Platinum Ltd - Zondereinde
Opremin Operational Excellence
OPTRON (Pty) Ltd
Paterson & Cooke Consulting Engineers (Pty) Ltd
Perkinelmer
Polsysia A Division Of Thyssenkrupp Industrial Sol
Precious Metals Refiners
Ramika Projects (Pty) Ltd
Rand Refinery Limited
Redpath Mining (South Africa) (Pty) Ltd
Rochott Technologies
Rosond (Pty) Ltd
Royal Bafokeng Platinum
Roytec Global (Pty) Ltd
RungePincokMinarco Limited
Rustenburg Platinum Mines Limited
Salene Mining (Pty) Ltd
Sandvik Mining and Construction
Delmas (Pty) Ltd
Sandvik Mining and Construction RSA(Pty) Ltd
SANIRE
Schauenburg (Pty) Ltd
Sebilo Resources (Pty) Ltd
SENET (Pty) Ltd
Senmin International (Pty) Ltd
Smeq South Africa
Sound Mining Solution (Pty) Ltd
SRK Consulting SA (Pty) Ltd
Time Mining and Processing (Pty) Ltd
Timrite Pty Ltd
Tomra (Pty) Ltd
Ukwazi Mining Solutions (Pty) Ltd
Umgeni Water
Verni Speciality Construction
Products (Pty) Ltd
Webber Wentzel
Weir Minerals Africa
Welding Alloys South Africa
Worley
The global demand for rare earth elements (REEs) and their alloys has increased enormously in the last few decades. REEs are critical materials in high-technology applications due to their unique chemical, catalytic, electrical, magnetic, and optical properties. In particular, REEs are used in emerging and niche technologies such as medical devices, electric vehicles, energy-efficient lighting, wind turbines, rechargeable batteries, catalytic converters, flat screen televisions, mobile phones, and disk drives. In fact, the 4IR-driven digital revolution will not be possible without the critical rare REEs.

The supply security of rare earth metals is of global concern. The need to diversify the supply of REEs thus creates significant opportunities for southern Africa to contribute to the global supply. In fact, as one of the regions with large REE resources, southern Africa can exploit this window of opportunity and significantly contribute to the sustainable supply of these high-tech materials.

The need to fully participate along the REE value chain has also inspired interest in developing downstream capacity for refining, through the Southern African Centralized Rare Earth Refinery (SACREF). Thus, in order to maximize value from the REEs industry in the region, further discussions on optimizing the REE value chain are needed. This conference, focusing on the optimization of the primary production and refining of rare earth metals, is designed to stimulate debate on growth, creating opportunities for the southern African rare earths industry.

**ABOUT THE CONFERENCE**

Driving the future of high-tech industries

The global demand for rare earth elements (REEs) and their alloys has increased enormously in the last few decades. REEs are critical materials in high-technology applications due to their unique chemical, catalytic, electrical, magnetic, and optical properties. In particular, REEs are used in emerging and niche technologies such as medical devices, electric vehicles, energy-efficient lighting, wind turbines, rechargeable batteries, catalytic converters, flat screen televisions, mobile phones, and disk drives. In fact, the 4IR-driven digital revolution will not be possible without the critical rare REEs.

The supply security of rare earth metals is of global concern. The need to diversify the supply of REEs thus creates significant opportunities for southern Africa to contribute to the global supply. In fact, as one of the regions with large REE resources, southern Africa can exploit this window of opportunity and significantly contribute to the sustainable supply of these high-tech materials.

The need to fully participate along the REE value chain has also inspired interest in developing downstream capacity for refining, through the Southern African Centralized Rare Earth Refinery (SACREF). Thus, in order to maximize value from the REEs industry in the region, further discussions on optimizing the REE value chain are needed. This conference, focusing on the optimization of the primary production and refining of rare earth metals, is designed to stimulate debate on growth, creating opportunities for the southern African rare earths industry.

**FOR FURTHER INFORMATION, CONTACT:**

Camielah Jardine,  
Head of Conferencing  
E-mail: camielah@saimm.co.za  
Tel: +27 11 834-1273/7  
Web: www.saimm.co.za
APCOM (Applications of Computers and Operations Research in the Minerals Industries) is a series of well-established, high-quality international scientific conferences which was started in the early 1960s with the aim of sharing technological advances by engineers and computer scientists in all fields relevant to the mining industry. The APCOM events have evolved to become a major driver of innovation in the minerals industry, and over the years, many breakthrough innovations, such as geostatistics and mining process optimization, have been initially discussed at or originated from the APCOM conferences. One of the success factors of APCOM is the intensive, high-quality dialogue that it promotes between industry and academia. Thanks to the personal commitments of APCOM’s loyal participants and supporters, the symposia continue to be a thriving success.

The APCOM 2021 Conference, the 40th in the series, will be held at Misty Hills, Muldersdrift, South Africa from 29 August – 2 September 2021. Nestled in the foothills of the Swartkop Mountains on the threshold of the beautiful Kromdraai Valley in Muldersdrift, Misty Hills is one of the most popular hotel and conference venues in Johannesburg. This charming stone-built hotel embodies the ethos of Africa. Set in more than 60 acres of lush botanical gardens, Misty Hills is the ideal venue for functions, conferences, exhibitions, product launches, team-building, getaways, and events. Come and experience the splendour of rich African hospitality in the heart of Gauteng. Johannesburg. An optional tourist visit is planned to the nearby Pilanesberg National Park which presents an opportunity to view the ‘Big Five’.

FOR FURTHER INFORMATION, CONTACT:
Camielah Jardine,
Head of Conferencing
E-mail: camielah@saimm.co.za
Tel: +27 11 834-1273/7
Web: www.saimm.co.za