The use of change management and behaviour-based training in an improvement project aimed at creating organizational sustainability in a multicultural mining environment in Zambia

by H.B. Prinsloo*† and J.O. Claassen†

Introduction – the problem

Shortly after transitioning from a construction phase to a production phase the client, Africa’s largest copper mine (also producing uranium and cobalt), an opencast copper mine project in the North West Province of Zambia, 220 km west of the Zambian Copperbelt and 65 km west of the town of Solwezi, found that their Procure to Pay (P2P) process was not necessarily coping with or ideal for a remote rural mining operation in production phase. Role players in the (P2P) process were from different nationalities and cultural backgrounds – in order of prevalence: Zambian, Australian, South African, Canadian, UK/British, Ukrainian, Kenyan, and Ghanaian.

The intervention

An international consulting firm was contracted to solve the problem by improving and redesigning the P2P process (Figure 1).

Once the process redesign phase was completed, the consulting firm started implementing the improved P2P process, and soon found that traditional classroom-based process presentation training was not effective in causing the role players in the P2P process to change their behaviour. It was clear that a different approach was needed. The consulting firm contracted a change management consultant – a behaviour-based training specialist – to design and implement a programme that would ‘make it happen’. The consultant opted for two one-week on-site interventions.

During the first week, 10 sessions were held to help the participants experience what the problems with the P2P process were and how they were affecting the different role players in the process (Figure 2). Various behaviour-based games (Figure 3) were played with the participants, each game illustrating some critical behavioural component that is problematic for the P2P process.

The most notable behaviour-based game that was administered was a ‘Snakes and Ladders’ game (Figure 4) designed around highlighting the positive and negative behaviours that form part of the P2P process. By simply playing the game, delegates learnt the P2P process without ever looking at a process flow (Figure 5).

Approximately four weeks after the first week, interventions were conducted in a second and final week (Figure 6). The interventions during the second week were aimed at a detailed understanding of the P2P process, which was broken down into four main sub-processes (Figure 7).
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The training manual provided:

➤ Gave both a traditional process flow and cartoons of certain critical process elements (Figure 8)

➤ Related to the metaphor of the Snakes and Ladders game that participants received during the first week (Figure 9).
At the end of the process training workshop, participants were divided into four teams, and allowed to draw a process and a theme card (Figure 11). In order to embed their process learning and make it practical, each team then had to act out the process on their process card, based on the story on their theme card. Participants voted for the winning performance, for which the winning team received a small prize.

Behavioural measurements taken during the second week showed that attending one session only provided tangible results.

**Why does it work?**

People often comment beforehand that the interventions sound rather infantile, and say they doubt whether adults on their mine would be willing to participate. In reality, behaviour-based learning is fun, and totally immersive. People hardly realize they are learning and, as they experience the benefits of the training, readily participate in all the activities.

In order to understand why this type of behaviour-based training is such a successful method for training adults in a rural and multicultural mining environment, we will explore recent research conducted in the fields of andragogy, the critical period, plasticity as well as learning styles.
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Figure 8—Week 2 Swimlane-type traditional P2P process

Figure 9—Week 2 training manual relates to Snakes and Ladders metaphor

Figure 10—Week 2 Key elements of the P2P process explained in cartoon format
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Figure 11—Week 2 – four sub-process and tour theme options

Figure 12—Week 2 participant teams acting out a part of the P2P process in the theme they drew

Figure 13—Week 2 – the winning teams

Figure 14—Week 2 participant feedback

Figure 15—P2P process KPI improvements measured
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Andragogy

Malcolm Knowles, often referred to as the ‘father of adult education’, is best known for further developing the concept of andragogy in the late 1960s. The theory of andragogy is defined as ‘the art and science of helping adults learn’ (Knowles, 1980, p. 43). His work helped professionalize the field of adult education and distinguished it from other areas of education (Sherow, 2006, p. 6). Based on Knowles’ theory of andragogy, educating adults is perceived to be different from educating young adults (Knowles, 1980, p. 43).

Abraham Maslow categorizes human needs into hierarchical levels: physiological needs; safety needs; needs for love, affection, and to belong; needs for esteem; and needs for self-actualization. These levels, to a large extent, influence the motivation of adults to learn (Boeree, 2006, p. 1).

The key andragogy assumptions about the adult learner are:

- **Need to know purpose**—Adults are problem-centred and interested in the immediate application of knowledge. Therefore adults expect learning to be useful and to address their felt needs. They need to know why they should learn something and how it will benefit them. The trainer should help adult students understand how what they will learn will be of use to them in the future.

- **Self-concept of responsibility**—Unlike young learners, whose learning is future-directed and relies largely on others for direction during the learning process, adults are self-directed, with an independent self-concept and an ability to direct their own learning with the information at hand. Adults resent and resist situations in which they feel others are imposing learning content on them.

- **Amount and diversity of experience**—Adults have life experiences to contribute to the learning process, and generally the topic of learning should be related to the learner’s past experiences in order to have the greatest impact. Adults want to use what they know and want to be acknowledged for having that prior knowledge and relevant experience.

- **Real-life applicability**—Adult learners must learn real-life facts or situations. If they cannot use what they are being taught then they are not benefiting from the information. They need to use information to learn a skill, to be more knowledgeable, or to teach others. With this they will be able to get a better job, get a promotion, or have the satisfaction of passing information on to others so that they, in turn, can use the information. If lots of information is taught, it needs to be layered – basic information first, followed by exercises and experiences that can be used and applied in real-life practical situations. The aim with layering is to set cognitive hooks in the mind so that you can identify issues and recognize critical information in practical, life-like situations.

- **Life-/task-/problem-centred**—Adults want to see how what they are learning will apply to a task they need to perform or to a problem they need to solve. Just like real-life applicability, adults want information that will tie into their lives. Adults learn by doing, and retain knowledge and skills if they have immediate and repeated opportunities to practise what they have learnt. They also want tasks and problems to conquer. They will not get anything out of learning if they float along and are not challenged.

- **Internal motivation is strongest**—While adult learners may respond to external motivators like money, internal priorities are more important. Incentives such as increased job satisfaction, self-esteem, and quality of life are important in giving adults a reason to learn. Adults have goals and ambitions and use this motivation to push forward to accomplish this. Adults will not learn until they are ready and motivated to learn, and often require help to overcome inhibitions, behaviours, and beliefs about learning, their abilities, who they are, and how they will be able to apply the learning (Merriam, 2001, p. 5; Imel, 1989, p. 1; Conner, 2004, p. 12; Smith, 2002, p. 2).

Although often criticized in the past as unscientific conjecture (Atherton, 2011, p. 1), Dale’s Cone of Learning (1969) seems to summarize a lot of what adult learning is (Figure 16).

In essence, the active and practical nature of behaviour-based training is a significant determinant of its efficacy when training adults. However, the following recent research in the fields of cognitive psychology and neurology should also be noted and considered.

The Critical Period

The Critical Period hypothesis was originally proposed in the neurolinguistic literature by Penfield and Roberts (1959) and vigorously followed up by Lenneberg (1967) in his seminal book, Biological Foundations of Language. Lenneberg stated that language acquisition was an example of biologically constrained learning, and that it was normally acquired during a critical period, beginning early in life and ending at puberty. He also suggested a neural mechanism for this developmental change: he hypothesized that the critical period for language acquisition ended with the establishment of cortical lateralization of function, as the brain reached mature organization in late puberty.

![Figure 16—Edgar Dale's Cone of Learning](image)
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As children start to mature, around the age of 20, cognitive plasticity decreases and the ability to learn some complex skills declines. Yun, Bazar, and Lee (2004) hypothesize that the advent of loss of plasticity in the brain relates to sexual maturation:

‘Cognitive plasticity, a developmental trait that promotes acquisition of complex skills such as language or playing musical instruments, diminishes substantially during puberty. The loss of plasticity has been attributed to surge of sex steroids during adolescence, but the phenomenon remains poorly understood’ (Yun, Bazar, and Lee, 2004, p. 939).

Although loss of plasticity is still not fully understood, various studies have proven that a variety of neurobiological variables start declining relatively early in adulthood. Among the variables that have been found to exhibit nearly continuous age-related declines beginning when adults are in their twenties are measures of regional brain volume (Allen et al., 2005; Fotenos et al., 2005; Kruggel, 2006; Pieperhoff et al., 2005; Sowell et al., 2005; Salthouse, 1992), striatal serotonin receptor binding (Sheline et al., 1999; Salat et al., 2004), cortical thickness (Magnotta et al., 1999; Salat et al., 2004), and concentrations of various brain metabolites (Kadota et al., 2001).

The second group of factors is the changes in cognition that occur with ageing. Although critical periods have not yet been postulated in most cognitive domains, there are nonetheless age-related changes in cognitive processing. Some age-related changes in cognitive processes relevant to language learning are the decreased ability to learn paired associates (Salthouse, 1992), the increased difficulty with encoding new information (Craik and Jennings, 1992; Park et al., 2002; Rabionowita, Craik, and Ackerman, 1982), and the reduced accuracy in recalling detail as opposed to gist (Hultsch and Dixon, 1990). Kemper (1992) pointed out that older adults’ second-language proficiency, like their first-language proficiency, could also be affected by such factors as working memory capacity, cognitive processing speed, and attention. These factors all decline with age, and the decline is documented across the human lifespan. Such a reduction in cognitive resources would surely affect the ability to learn a new language. Older learners would find the task more difficult than younger ones, although no critical period would be involved (Hakuta, Bialystok, and Wiley, 2003, p. 32).

Learners exposed to a language in adulthood show, on average, a lowered level of performance in many aspects of the language, though individual variation also increases with age (Brown, 1990). Hakuta, Bialystok, and Wiley (2003, p. 32) state that some individuals may approach the proficiency of early learners (Birdsong, 1992). These effects have been shown for both first and second languages, and for measures of proficiency including degree of accent, production, and comprehension of morphology and syntax, grammaticality judgements for morphology and syntax, and syntactic processing speed and accuracy (Newport, 2002, p. 738).

Age of exposure also affects the way language is represented in the brain, with similarities between behavioural and neural effects. PET (positron emission topography), FMRI (functional magnetic resonance imaging), and ERP (event-related potential) studies all show strong left hemisphere activation for processing the native language in bilinguals as well as monolinguals. However, when second languages are learned after the age of seven, the regions and patterns of activation are partially or completely non-overlapping with those for the native language (Newport, 2002, p. 738).

Neural organization for late-learned languages is less lateralized and, like proficiency itself, displays a high degree of variability from individual to individual (Perani et al., 1996; Weber-Fox and Neville, 1996; Kim et al., 1997). This does not mean that adults cannot learn new skills, but the ability to learn declines and the brain becomes more selective about what it ‘learns’ and retains. The adult learner requires motivation that something is important to learn in order to be able to learn something new. As Michael Merzenich notes: ‘Rather marvellously, the older brain only permits change when it judges that change to be important, rewarding, or good for it’ (Bruno, Merzenich, and Nudo, 2012, p. 4).

In their study of emigrant second-language learners, they found that age (of arrival) was the better measure of acquiring native language proficiency in English. However, the correlations between the attitudinal variables that they tested for (identification, self-consciousness, and motivation) also showed significant statistical correlations (Johnson and Newport, 1989, p. 84).

Generally it was believed that the loss of plasticity in the adult brain was responsible for the low level of recovery of function after damage to the nervous system. Experiments on monkeys and humans have generated a paradigm shift away from the (total) loss of plasticity theory, and conclusive proof has been found that not only is there a surprising amount of residual plasticity in the adult brain, but sensory inputs from one sense can quite literally substitute for another sense. These findings have invalidated long-held theoretical assumptions about sensory function, such as ‘Muller’s law of specific nerve energies’ (a given neuron in the brain can signal only a particular sensation) and ‘place coding’ (the experience evoked depends exclusively on the location of the excited neuron, not on the pattern of fising or the context in which it fires) (Ramcharan, 2005, p. 568).

Research into sensory substitution in the complete absence or the deterioration of a cognitive sense (like vision) shows that plasticity does exist after the critical period and that remapping and cross-modal recruitment of areas in the adult brain does take place after, for instance, the loss or severe deterioration of vision. Functional imaging of blind patients showed a cross-modal recruitment of the occipital cortex (generally used for processing of vision) during perceptual tasks such as braille reading, tactile perception, tactual object recognition, sound localization, and sound discrimination. This research finding shows that blind people can use their occipital lobe, generally used for vision, to perceive objects through the use of other sensory modalities, most often the tactile or auditory modality (Renier and de Volder, 2005).
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Although motivation is a very significant determinant of the older brain successfully learning something new, Biesczad and Weinberger (2010, pp. 229, 235), who researched the relationship between the strength of learning and the amount of cortical plasticity, found that the use of learning strategy or learning style actually trumps motivational level when learning-induced auditory cortical plasticity is measured. They trained two groups of rats (a highly motivated and a moderately motivated group) to solve an auditory-cued task to different degrees of correct performance and evaluated the amount of learning-related plasticity in the primary auditory cortex of the individual rats. This finding seems to indicate that learning strategy can be a critical factor in the development of learning-related cortical plasticity. Indeed, learning style and strategy can be more important than the level of learning.

The second great phase of plasticity

According to Merzenich and Soory (2006, p. 2), in the second great phase of plasticity, plasticity is regulated as a function of behavioural context. The context-dependent (attention, brightness, reward or its expectation, positive surprise, punishment or threat) release of the neurotransmitters acetylcholine, dopamine, noradrenaline, and serotonin (among others) contribute importantly to this regulation.

Controlled by brain processes that assure that it is primarily for the brain’s benefit (i.e. correlated with goal achievement, expectation of reward, expectation of punishment, positive novelty), adult plasticity enables the specialization of the frontal lobe processing machinery necessary for establishing the thousands of skills and abilities that define each individual’s operational capacities. While this phase of plasticity is in place to the end of life, its operational status degrades in older age. Given our understanding of brain plasticity processes, strategies designed to stabilize functionality or to reverse normal age-related losses of memory and other cognitive abilities, to address the progressive and ultimately catastrophic losses expressed in psychotic illnesses, and to address the development impairments expressed by the abnormally maturing brain of language, reading, and cognitively impaired children have been developed and applied in human populations. This has led to two paradigm shifts. Firstly, that there is a tremendous latent plasticity even in the adult brain, and secondly, that the brain should be thought of, not as a hierarchy of organized autonomous modules, but rather a set of complex interacting networks that are in a state of dynamic equilibrium with the brain’s environment (Ramcharan, 2005, p. 372).

Adult brain plasticity, although possible, remains more restricted in scope than during early and pre-pubescent development. There are certain conditions under which circuit rewiring may be facilitated in the mature brain. At a cellular and molecular level, adult plasticity is actively limited by the brain. Some of these ‘brakes’ are structural, such as perineuronal nets or myelin, which inhibit neurite outgrowth. Others are functional, acting directly upon excitatory/inhibitory balance within local circuits. Plasticity in adulthood can be induced either by lifting these brakes through invasive interventions or by exploiting endogenous permissive factors, such as neuromodulators. Using the amblyopic visual system as a model, Bavelier et al. (2010, p. 14694), enabled the genetic, pharmacological, and environmental removal of brakes in plasticity to enable the remarkable recovery of vision in adult rodents.

Once induced, synaptic rewiring appears to be executed by the action of extracellular proteases (Mataga et al., 2002; Oray et al., 2004), which induce dendritic spine motility and pruning prior to regrowth. Notably, these effects proceed in a laminar sequence (Oray et al., 2004) consistent with the progression of plasticity through the thalamocortical circuit (Trachtenberg et al., 2000). Likewise in the barrel cortex, a brief sensitive period for whisker receptive field tuning emerges concurrent with an increase in experience-dependent spine motility (Lendvai et al., 2000; Stern et al., 2001). Such abrupt and transient circuit reconfiguration is eventually recalibrated by homeostatic processes (Pozo and Goda, 2010), involving cell-intrinsic transcription factors (Greer and Greenberg, 2008; Chang et al., 2010) or surrounding glia-derived factors such as TNFa or the complement cascade (Kaneko et al., 2008; Stevens et al., 2007). It is notable in this context that one of the first successful approaches to reintroduce juvenile plasticity in the adult visual cortex was the direct transplantation of immature astrocytes (Müller and Best, 1989).

There is no doubt that humans demonstrate marked learning as a result of practice even in adulthood; yet adult learning appears qualitatively and quantitatively different when compared to what learning children may exhibit. It is effortful, often quite narrow in its scope, and most of the time incomplete (Newport et al., 2001).

One rather drastic example of adult plasticity in the case of amblyopia comes from ‘experiments of nature’ whereby amblyopic patients have lost vision in the ‘good’ eye. Under these conditions, visual acuity in the amblyopic eye sometimes spontaneously improves (Vereecken and Brabant, 1984; El Mallah et al., 2000; Rahi et al., 2002). These few reports are consistent with the notion that the connections from the amblyopic eye may be weakened, inhibited, or unattended rather than destroyed. Loss of the fellow eye would allow these existing connections to be reactivated. This could be the result of unmasking (Restani et al., 2009) or higher brain areas learning to attend to the previously inhibited signals from the amblyopic eye.

Learning can be divided into declarative memory, the conscious recall of people, places and events, and implicit memory, the unconscious acquisition of habits and skills with practice (Gilbert, Li, and Pietch, 2012, p. 2743). Perceptual learning is a form of implicit memory, involving improvement in sensory discrimination or detection by repeated exposure to sensory stimuli. Whereas declarative memory is localized to the temporal lobe, perceptual learning involves functional changes that are widespread throughout the cortex and affects cortical function throughout life. The findings leading to this idea were unexpected. The classic Nobel Prize-winning studies of David Hubel and Torsten Wiesel showed how the proper maturation of the developing visual cortex is critically dependent upon visual information received from the eyes. In what would today be considered highly unethical experiments, Hubel and Weisel (1959, 1960, 1961, 1962, and 2005) sewed shut one eye of newborn kittens and spider monkeys. They found that this monocular deprivation had
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dramatic effects on the visual part of the brain: the columns of cortical tissue that normally receive inputs from the closed eye failed to develop, while those that receive inputs from the other eye were significantly enlarged. The kittens also failed to develop visual cortical areas which normally receive inputs from both eyes and, as a result, did not have binocular vision.

But subsequently, evidence has accumulated that many other properties are subject to experience even in adulthood, and the mutability of these properties can account for the psychophysical changes occurring during perceptual learning, as well as functionally adaptive changes following central nervous system (CNS) lesions and damage (Gilbert, Li, and Piech, 2012, p. 2743).

In their research Gilbert, Li, and Piech (2012, p. 2750) found that the visual cortex retains the capacity for experience-dependent plasticity into adulthood. This plasticity serves to encode the information acquired during perceptual learning, and can be used for the purpose of functional recovery following CNS lesions. Learning can involve global changes in the representation of shapes, shifting to different areas along the visual pathway. The areas involved can extend as far back as primary visual cortex. The way in which the functional properties are dynamically expressed in a task-dependent fashion implies that each cortical area acts as an adaptive processor, performing different calculations according to the immediate perceptual demands. The manifestation of the functional changes associated with perceptual learning suggests a circuit mechanism that involves an interaction between feedback connections and local cortical circuits.

The proposal that brain plasticity and learning are fostered by environmental factors is far from new (Greenough, et al., 1987). As early as the 1960s, Bennett found that the visual cortex retains the capacity for experience-dependent plasticity into adulthood. This plasticity serves to encode the information acquired during perceptual learning, and can be used for the purpose of functional recovery following CNS lesions. Learning can involve global changes in the representation of shapes, shifting to different areas along the visual pathway. The areas involved can extend as far back as primary visual cortex. The way in which the functional properties are dynamically expressed in a task-dependent fashion implies that each cortical area acts as an adaptive processor, performing different calculations according to the immediate perceptual demands. The manifestation of the functional changes associated with perceptual learning suggests a circuit mechanism that involves an interaction between feedback connections and local cortical circuits.

Another factor that has a positive effect on plasticity in the brain is aerobic exercise, with individuals who normally exercise outperforming those who do not on tasks as varied as dual-task performance, executive attention, or distractor rejection (for recent reviews, see Colcombe and Kramer, 2003; Kramer and Erickson, 2007; Hillman et al., 2008). In addition to its well documented impact on neurogenesis in animal models (Kempeetmann et al., 2000; Nithianantharajah and Hannan, 2000), aerobic fitness also leads to neuroanatomical and neurophysiological changes in older adults, including increased grey matter volume in the prefrontal and temporal areas (Colcombe and Kramer, 2003) and functional brain activity in a variety of areas such as superior parietal areas and the anterior cingulate cortex (Colcombe et al., 2004). Whether aerobic exercise can enhance brain plasticity in healthy, young adults unfortunately remains undocumented (Bavelies et al., 2010, p. 14694).

Another type of enriched environment extensively studied in humans, especially in the case of vision, is perceptual learning and, more recently, immersion in video games. During perceptual learning using only their amblyopic eye, patients are required to practise a variety of visual tasks. A review of the extant studies (almost 200 amblyopic subjects distributed over 14 papers) reveals that such practice results in a long-lasting improvement in performance in amblyopic eyes (Levi and Li, 2009a). Similarly, recent studies indicate that enhancements after action video game play are also due to observers being better able to select and use the most reliable information for the task (Li et al., 2009a). Yet, unlike perceptual learning, whereby the observer typically learns the best template just for the trained task, this work suggests that action gamers learn to find the best template ‘on the fly’ as they are faced with new visual stimuli and new environments (Green et al., 2010b).

Accordingly, fast-paced, action-packed games have already been documented to have a potent, positive impact on an array of skills, including perception, visuo-motor coordination, spatial cognition, attention, and decision-making to cite a few, illustrating the powerful effect of action game play in reshaping the adult brain (Gagnon, 1985; Dorval and Pe’pin, 1986; Greenfield et al., 1994; De Lisi and Wolford, 2002; Green and Bavelier, 2006; Quaiser-Pohl et al., 2006; Greenfield, 2009; Li et al., 2009b).

Action video game play may therefore improve the efficiency of probabilistic inference in neural circuits, which in turn would provide a mechanistic explanation for the broad transfer such training engenders (Green et al., 2010b). These plastic changes have been shown to be long-lasting, with beneficial effects noted 6 months to 2 years after the end of intervention (Feng et al., 2007; Li et al., 2009b).

As with enriched cages, the factors that conspire to induce brain plasticity within the action game experience remain to be systematically assessed. As a training paradigm, gaming differs from more standard methods on several dimensions:

Firstly, gaming tends to be more varied in the skills it requires than standard training, which typically focuses on just one aspect of performance, as exemplified in the field of perceptual learning. Such variation during training enhances transfer across tasks (Schmidt and Bjork, 1992; Kornell and Bjork, 2008).

Secondly, unlike standard training paradigms, gaming is an activity that is highly engaging and also extremely rewarding. Reward, and the drive to perform as many correct responses per unit of time (Dye et al., 2009a), is likely to engage dopamine and possibly opiates and other neuromodulators. The relationship between game play and the reward system remains, however, an understudied domain. An early PET study indicated a large release of striatal dopamine during the play of a toy video game (Koepp et al., 1998), but significant experimental bias can affect the estimated size of the effect, calling for further replications (Egerton et al., 2009). This has significant implications in terms of simulators, simulations, and reward-based games.

Thirdly, action games constantly require divided attention and its efficient reallocation as task demands change, most likely engaging neuromodulatory systems such as acetylcholine and dopamine (Rueda et al., 2005; Dye et al., 2009b), which are also known to enhance sensory processing and brain plasticity (Kilgard and Merzenich, 1998; Bao et al., 2001; Goard and Dan, 2009).
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Finally, gaming is also associated with ‘flow’ or the sense that one is able to meet the challenges of one’s environment with appropriate skills (Csikszentmihalyi, 1990). Flow is also characterized by a deep sense of enjoyment, which goes beyond satisfying a need and rather occurs when a person achieves something unexpected that has a sense of novelty. Playing entertainment video games is likely to increase flow. Accordingly, older adult stroke survivors report that participating in a virtual reality rehabilitation programme leads to increased involvement, enjoyment, and a sense of control over the environment (Farrow and Reid, 2004). The physiological bases of flow remain largely unknown, yet it would seem key for further studies to understand how it engages neuromodulatory systems as well as the regulation of the autonomous nervous system (Tang et al., 2007; Lutz et al., 2008).

The biology of the brain is heavily invested in the optimal timing and duration of plasticity, having evolved numerous molecular checks and balances to ensure an adaptable yet efficient organism. As we gain better knowledge of these mechanisms, we can assess the extent to which a sensitive period can be safely and noninvasively recapitulated by behavioural training such as perceptual learning (Levi and Li, 2009b), video game play (Green et al., 2010a), targeted pharmacological manipulation (Fluoxetine), or even brain stimulation to alter E/I balance directly (Fregni and Pascual-Leone, 2007; Thompson et al., 2008). A main challenge will of course be the ability to foster plasticity and relearning in one domain, while leaving unaltered cortical functions in other domains (Ravet et al., 2010, p. 14698).

In terms of maturational decline, the tactile modality is the most abundant in terms of number and range of nerve endings and receptors, and generally does not decline as fast as, for instance, sight or hearing. Therefore a tactile-kinesthetic learning strategy would, on average, have the greatest potential benefit to those with sensory processing impairments (Bavelier et al., 2010, p. 14698).
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Learning styles

Brown (2000) defines learning styles as the manner in which individuals perceive and process information in learning situations. He argues that learning style preference is one aspect of learning style and refers to the choice of one learning situation or condition over another.

Mac Keracher (2004, p. 71) defines learning style as the characteristic cognitive, affective, social, and physiological behaviours that serve as relatively stable indicators of how learners perceive, interact with, and respond to the learning environment.

Generally, there are three main learning styles: visual, auditory, and kinaesthetic (also sometimes referred to as tactile-kinesthetic).

- Visual learners think in pictures and learn best in visual images. They depend on the instructor’s or facilitator’s non-verbal cues such as body language to help with understanding. Sometimes, visual learners favour sitting in the front of the classroom.
- Auditory learners discover information through listening and interpreting information by means of pitch, emphasis, and speed. These individuals gain knowledge from reading out loud in the classroom, and may not have a full understanding of information that is written.
- Tactile-kinesthetic learners learn best with an active ‘hands-on’ approach. These learners favour interaction with the physical world. Most of the time kinaesthetic learners have a difficult time staying on target and can become unfocused effortlessly (Gilakjani and Ahmadi, 2011, p. 470).

According to Dunn and Dunn (1978), only 20-30% of school-age children appear to be auditory learners, 40% are visual learners, and 30-40% are tactile/kinaesthetic or visual/tactile learners.

Learning style is important for many reasons, the three most pertinent being:
1. People’s individual learning styles vary because everyone is naturally different
2. Learning styles offer the opportunity to teach using a wide range of methods in an effective way. Sticking to just one model unthinkingly will create a monotonous learning environment and not everyone will enjoy the lesson. In other words, learning and teaching will be just words and not rooted in reality.
3. If we really recognize the groups we are called to, we can manage many things in communication and education a lot better. Being aware of our audiences’ learning styles, psychological qualities, and motivational differences will help us regulate our lessons appropriately and according to the conditions (McCarthy, 1982; Felder and Silverman, 1988; Coffield, 2004; Gilakjani and Ahmadi, 2011).

Learning style has an important role in the lives of individuals. If an individual knows his/her learning style he or she will be able to integrate it in the learning process and learn easier, faster, and more successfully. Another benefit of knowing one’s learning style is that it will help the individual to become a more effective problem solver. The more successful the individual is at solving the problems that they face, the more control they will take over their own life (Biggs, 2001).

Many studies conducted on late pubescent and early adult students have recorded that the majority of students prefer the tactile-kinesthetic learning style. These include Chinese university students studying in the USA (Reid, 1987), Chinese (PRC) university students (Melton, 1990), Chinese (Taiwan) university students (Jones, 1997), non-Chinese university students that emigrated into the USA (Rossi-Le, 1995), and Japanese university students (Hyland, 1993). In an analysis by Peacock (2001) the results of various studies internationally show that students prefer kinaesthetic learning styles above others, whereas the teaching methods...
The use of change management and behaviour-based training

are mostly designed to suit auditory students. Mounting neurological and neuropsychological studies concur with these learning style studies – consistently suggesting that a tactile-kinesthetic learning style might be most beneficial to adult learners.
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