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Introduction

Knowledge of rock deformation and yield surrounding deep level openings in hard rock is of significant interest to engineers in the South African mining industry. Although important progress was made in research of this topic over past decades, a complete understanding of the fracture zone development surrounding these excavations has not yet been achieved. Commonly, elastic and elastoplastic constitutive models are used to determine stresses and strains around openings. A disadvantage of these models is that the time factor is ignored.

As the term creep is commonly used to describe different types of time-dependent rock behaviour, the following definitions are introduced to avoid confusion. Creep is continued deformation due to a constant applied stress and will be used exclusively in relation to laboratory-sized specimens containing no large-scale discontinuities. Time-dependency is a more general term encompassing concept like creep, rate-dependent behaviour, delayed fracturing and long-term strength. As the rheological behaviour of the rockmass underground is a complex interrelation of these factors, it will therefore be referred to as time-dependency. When used in relation to underground measurements, time dependency is also understood to refer to deformations not related to geometric changes in the dimensions of an excavation. It occurs on a time scale of days to years and is therefore not related to elastodynamic behaviour.

Creep of rocks has been studied since the early part of this century (Griggs1) resulting in the availability of a vast amount of data. Most of the studies however focused on the softer saltrocks because they show significant creep under stress and temperature conditions easily applied in the laboratory. (See Lama and Vutukuri2 and Dusseault and Fordham3 for a detailed summary of creep studies.) This paper will focus on the time-dependent behaviour of hard rocks found in South African gold mines. Results of the laboratory creep of quartzite and lava specimens will be presented. This will be contrasted with time-dependent behaviour measured underground.

The need for research into time-dependent rock behaviour

Researchers (Roux and Denkhaus4; Denkhaus et al5) recognised as early as the fifties that the time-dependent behaviour of rock is important as it may cast light on why rockbursts do not always occur at blasting time but also when there is no external influence which could account for changes in stress distribution. Significant time-dependent deformation may also cause a gradual non-violent release of abutment...
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stress and hence diminish the danger of rockbursts. Although not directly related to hard rock, Pomeroy carried out creep experiments on a number of coal specimens. Anthracite samples did not creep (within the limits of sensitivity of the equipment used) and always failed explosively. He related this to the frequent occurrence of violent outbursts in anthracite mines. These outbursts are much less common in mines where significant creep is observed in the coal. Similarly, Denkhaus et al. noted that the susceptibility to bursts was much more prevalent in stopes in the Central Rand, where the reef lies between hard brittle quartzite bands, than on the Far East Rand where the reef lies on ductile shale.

One strategy which may be useful in controlling the stability of the fracture zone is the rate of stope face advance. An appropriate time-dependent constitutive law could lead to some generalisations regarding safe values of extraction rate and better control of the fracture zone. Research is being directed towards finding this appropriate constitutive description of hard rock in the South African mining industry.

Time-dependent rock behaviour plays a further important role in determining the long-term stability of service excavations and the behaviour of pillars where delayed fracture may lead to eventual failure. Potts and Hedly pointed out that:

‘One of the most important features of a material which exhibits “creep” characteristics is the incidence of delayed fracture. In mining this would imply that a room-and-pillar area, which is stable immediately after extraction deteriorates in time and ultimately goes to failure’.

Laboratory testing of creep in South African hard rocks

In an attempt to quantify these effects in the South African industry, some initial studies on the time-dependent behaviour of hard rock were conducted in the sixties by the Rock Mechanics Division of the CSIR’s National Mechanical Engineering Research Institute (Wiids; Kovács). These studies concentrated on the creep of intact specimens and on long-term strength measurements. Unfortunately a systematic study of the creep of hard rock throughout the industry was never conducted, probably due to the long duration of individual tests and the lack of funding. The situation was further aggravated by a school of thought which associated creep phenomena exclusively with soft rocks like halite and potash. The need for the time-dependent testing of hard rock, whether for intact samples, discontinuities or in situ, has not always been recognised.

The following laboratory work on the time-dependent behaviour of South African hard rocks was nevertheless conducted. Roux and Denkhaus published results for the creep of quartzite at room temperature as shown in Figure 1. Unfortunately no information on the type of quartzite or test methodology is available. However, what is significant is that measurable creep was observed for the quartzite specimen. Typical primary and secondary creep phases can be distinguished from Figure 1 with the primary phase lasting approximately 2 days (See Lama and Vutukuri for a definition of primary, secondary and tertiary creep). The creep strain rate in the secondary phase for the applied stress of 52.9 MPa was calculated as $2.6 \times 10^{-11} \text{s}^{-1}$.

The CSIR conducted further experiments on quartzites from the Hartebeestfontein mine. The quartzite specimens were medium-grained argillaceous samples obtained from a single borehole. The rock properties, however, varied considerably along the length of the borehole due to alternating argillaceous and siliceous bands in some sections. The uniaxial compressive strength for different samples varied between 117 MPa and 248 MPa with an average 192 MPa. Specimens were subjected to a constant uniaxial compressive stress of 138 MPa in a deadweight testing machine. Examples of the strain-time curves obtained are displayed in Figure 2. It is immediately evident that the creep behaviour also showed appreciable differences between different samples. Unfortunately no attempt was made to analyse this behaviour quantitatively or to link it to the geology of individual specimens. The creep rate in the secondary phase (calculated from Figure 2) varied between $1.6 \times 10^{-8} \text{s}^{-1}$ and $1 \times 10^{-9} \text{s}^{-1}$. These values should however be considered as approximate only as it is difficult to determine the onset of the secondary creep phase.

Further studies concentrated mainly on the long-term strength of rock. Bieniawski showed that the long-term strength of rock under uniaxial loading can be determined from the plot of axial stress versus

![Figure 1](image1.png) Creep curve for quartzite at room temperature (After Roux and Denkhaus). The applied stress is 32.9 MPa in metric units.

![Figure 2](image2.png) Creep curves obtained for quartzite from Hartebeestfontein Goldmine (after CSIR). The applied stress was 138 MPa.
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volumetric strain. The onset of unstable fracture propagation (the point on the plot where the slope changes from negative to positive) indicates the long-term strength. Tests on norite samples showed that the long-term strength can be as low as 75% of the uniaxial compressive strength. Bieniawski’s hypothesis was confirmed by experiments conducted by Wiid on dolerite and sandstone. Again, the long-term strength could be as low as 70% of the uniaxial compressive strength. Kovács investigated the relationship between time to failure \( t_F \) and applied load \( \sigma_0 \) for samples of quartzite with \( \sigma_1 < \sigma_0 < \sigma_C \) where \( \sigma_1 \) is the long-term strength and \( \sigma_C \) the uniaxial compressive strength. The following empirical relationship was used to represent this relationship.

\[
t_F = a \left( \frac{\sigma_0}{\sigma_C} \right)^b
\]

where

\[
i = \frac{\sigma_1 - \sigma_L}{\sigma_C - \sigma_L}.
\]

For argillaceous quartzite, the calculated values of \( a \) and \( b \) were 24.75 and 1.95 respectively (for \( t_F \) calibrated in hours).

**In situ measurements of time-dependent rock behaviour**

Apart from the laboratory experiments, significant time-dependent rock behaviour was noted by researchers monitoring stope closure behaviour underground. King et al. measured closure behaviour in two adjacent panels at Hartebeesfontein Gold Mine. After blasting activity had been stopped in one of the panels, the closure rate in this panel continued at a constant rate of 6mm/day for 37 days. Only after this period did the rate gradually start to decrease. Mining however continued in the second panel and the closure rate in this panel persisted for 13 days and then gradually declined. Closure data collected by Gürtunca in the Klerksdorp area to quantify the effect of backfill also exhibited significant time-dependent effects. Daily closure rates varied from panel to panel and were in some instances as high as 30 mm/day. The study showed that closure rates are significantly lower in backfilled panels than in partially filled panels.

The true time-dependent behaviour of the rock mass is difficult to identify from daily measurements as the data also contains the effect of changes in the mining geometry. This problem can be overcome partially by taking closure measurements with instruments which record in a continuous fashion. From this the time-dependent closure behaviour between successive blasts (when there is no change in mining geometry) can be identified.

The following observations and analysis of continuous closure measurements are described in literature. Leeman did not give any explanation for the observed closure profiles although he did note that the amount of closure caused by blasting diminished with increasing distance from the working face. The rate of closure also varied greatly from one point to the next and was affected by the position of the measuring point in relation to the support in the stope. What is significant about these measurements is that the time-dependent closure is much larger than can be accounted for by the creep of intact rock material alone. Movements in the order of millimeters can be observed in a matter of hours.

Hodgson also measured continuous closure in East Rand Proprietary Mines. He explained time-dependent closure as being caused by the time-dependent migration of the fracture zone ahead of the face resulting in the effective span becoming bigger. Hodgson predicted that if the face advanced faster than the migration of the fracture zone, less energy would be released in a stable manner thereby increasing the incidence of rockbursts. This is in agreement with the statistical analysis of Cook which indicated an increase in rockbursts for a face advance rate of more than 4 metres a month for small abutments to 8 metres a month for large abutments.

Experimental evidence of time-dependent fracture formation was obtained by Adams and Jager who investigated the extent of the fracture zone that occurs ahead of advancing stope faces at the Doornfontein gold mine. They found the formation of fractures to be associated with face advance, where the majority of new fractures form within a relatively short period after blasting. The amount of new fracturing taking place then diminishes as the face stands. No new fractures could be observed for faces that were not mined for a period of 14 days.

The first quantitative attempt to analyse continuous closure profiles of tabular stopes was made by McGarr using data from East Rand Proprietary Mines. He used an empirical approach to represent the closure \( \delta \) as

\[
\delta = \frac{B}{C} \sum_{n=0,1,2, \ldots} (1 + e^{-DC(t+24n)})H(t \pm 24n)
\]
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where $B$, $C$ and $D$ are positive constants, $n$ and $m$ are integers representing number of days and $H$ is the Heaviside unit function ($H(t) = 1$ for $t > 0$ and 0 for $t < 0$). The unit of time $t$ in the equation is hours. At the time of this study no blasting on Sundays was allowed and $n = 7m$ corresponds to those days. Obtaining the rate of closure from equation [3] by differentiating gives

$$\delta = DB \sum_{n=0,1,2,...}^\infty e^{aDC(t+24n)} H(t+24n)$$

[4]

After the last blasting period of the week on Saturday, the closure and the rate of closure become

$$\delta = a \left( 1 + \frac{1}{\tau} \right)$$

[5]

and

$$\delta = b e^{-\frac{t}{\tau}}$$

[6]

respectively where $a$ and $b$ are constants and $\tau = 1/DC$. McGarr suggested the relaxation time $\tau$ may be used as a parameter to describe the ability of the rock mass to form a fracture zone in response to face advance. High values of $\tau$ might be associated with mines that are prone to rockbursts.

Malan used a viscoelastic approach to model continuous closure profiles of tabular excavations after blasting. An analytical solution for the time-dependent closure behaviour of a parallel-sided panel without total closure in the back area was derived. A good fit was obtained between the model and experimental closure data. The limitation of the model however is that it assumes the rock mass to be a continuum viscoelastic material and is therefore unable to simulate the fracture process in the immediate area of the stope.

Seismicity and time-dependent rock behaviour

Further evidence of time-dependent processes in rock was obtained from seismic data. For the typical daily distribution of seismicity, Cook found that the incidence of events is greatest during and immediately after blasting. A large proportion of the events nevertheless occurs throughout the remainder of the day as does much of the total amount of energy released. This evidence indicates that the rock failure process must be time-dependent in nature. McGarr investigated the dependence of magnitude statistics on aseismic rock deformation in the East Rand Proprietary Mines. There appeared to be a strong correlation between the level of seismicity and the rate of aseismic deformation. That is, the time-dependence of the seismicity is the result of aseismic deformation that occurs over an extended period. It appeared that the rock was undergoing logarithmic creep in response to stress changes due to either mine face advance or to seismic events. It was postulated that the aseismic deformation was due to progressive brittle failure as the rock temperature was too low to allow for continuum plastic deformation in the quartzites.

Stewart and Spottswood discussed cumulative seismicity with time after blasting for data obtained from an experimental preconditioning site at Blyvooruitzicht Gold Mine. The data exhibits three clear trends, namely an initial steep linear portion corresponding to the blast sequence itself, an intermediate portion in which the cumulative seismicity rate is inversely proportional to time, and a final portion which corresponds to the background level of seismicity. The data set was, however, limited to the first hour after blasting.

Van Aswegen and Butler monitored time-dependent movement of a major fault in the Welkom goldfields. An average displacement rate of 1 mm/month was recorded on the fault. The cumulative apparent volume (see reference for a definition) of seismic events in the rock surrounding the fault showed significant correlation with the measured movement.

Time-dependent rock behaviour has been noted by Mendecki through his involvement in developing real time quantitative seismic systems for the mining industry. Concepts like seismic viscosity and seismic relaxation time have been used to quantify rheological characteristics of the rock mass. It has been noted that a decrease in seismic viscosity with time is frequently observed at some stage before rock instability.

From the various studies described above, it is clear that there is only a limited understanding of the time-dependent behaviour of South African hard rocks in the deep level gold mines. There is virtually no data available on the laboratory creep of these rocks. Results of the creep of a typical quartzite and lava specimen as determined in the laboratory will be presented in this paper. The test methodology is described in the next section.

<table>
<thead>
<tr>
<th>Test specimen number</th>
<th>Quartzite</th>
<th>Lava</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rock type</td>
<td>1355-CRP-05</td>
<td>1640-CRP-03</td>
</tr>
<tr>
<td>Starting date of test</td>
<td>1989-09-21</td>
<td>1995-10-28</td>
</tr>
<tr>
<td>Duration of creep stages</td>
<td>24 hours</td>
<td>72 hours</td>
</tr>
<tr>
<td>Total number of creep stages</td>
<td>23</td>
<td>2</td>
</tr>
<tr>
<td>Testing machine</td>
<td>Amsler</td>
<td>CSIR creep tester</td>
</tr>
<tr>
<td>Method of maintaining constant load</td>
<td>Servo-control</td>
<td>Deadweights</td>
</tr>
<tr>
<td>Partial unloading before next stage</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Density</td>
<td>2170 kg/m$^3$</td>
<td>2920 kg/m$^3$</td>
</tr>
<tr>
<td>Failure stress</td>
<td>116 MPa</td>
<td>402 MPa</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>66 GPa</td>
<td>92 GPa</td>
</tr>
<tr>
<td>Failure during load increase</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Failure within minutes of load increase</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Control specimen properties</td>
<td>38 MPa</td>
<td>430 MPa</td>
</tr>
<tr>
<td>Uniaxial compressive strength</td>
<td>59 MPa</td>
<td>85 MPa</td>
</tr>
</tbody>
</table>
Laboratory testing methodology

Load application principles

Laboratory creep tests on the quartzite and the lava specimens were performed as part of other investigations using different testing equipment. Full details of the tests have been reported by Vogler and Drescher. The data has however never been analysed. The similarities and the differences in the testing methodology are summarised in Table I.

Two methods of conducting laboratory creep experiments are available namely:

➤ Specimens are loaded to a pre-determined, constant stress level. This stress level may, for instance, be the stress level expected around a mining excavation. The creep strain and the time to failure may be monitored. If, however, the aim of the testing programme is to fully characterise the creep behaviour of the material or its time-dependent strength characteristics, many tests have to be performed at different stress levels. If the material properties vary considerably it may be difficult to determine the time-dependent strength (the time to failure for the material when loaded to a particular stress) or the long-term strength (the stress below which failure will not occur). It may happen that a specimen loaded to a certain stress level fails after a few days while another loaded to the same stress level does not fail after a period of months. This could be the result of a stress level chosen which is just above or below the specimen’s long-term strength.

➤ The same specimen is loaded to different stress levels by starting at a low value and increasing the stress in steps after allowing a certain time interval for creep. The obvious advantage of this approach is that the creep strain may be monitored for an ‘identical’ material at different stress levels and that each specimen will be tested to failure within a reasonable time. The total test duration is determined by the choice of the stress level of the first creep stage, the duration of each creep stage and the magnitude of subsequent stress level increases. A similar methodology was used by Tan.

This second approach was used for the tests described in this paper. When performing long duration tests requiring attention at regular intervals, it is advisable to use 24-hour creep cycles or multiples thereof. For the test on the quartzite, the duration of the creep stages was 24 hours and for the lava, 72 hours.

Testing equipment

For the tests on the quartzite, a servo-controlled Amsler compression testing machine was used. Minor fluctuations in load (below 0.1 MPa) took place as the machine continuously made the necessary adjustments. Loading to each successive stress level was achieved by adjusting the settings of the load control.

For the tests on the lava the CSIR creep testing machine, described by Bieniawski, was used. This machine makes use of deadweights and cantilevers to maintain the desired load. Loading to the next stress level was done by adding further weights. For this test, each loading step was preceded by a partial unloading step to monitor any change in deformation modulus during loading and unloading.

Strain measurements

Strain measurements were obtained by using strain gauges and inductive transducers. The inductive transducer measurements were used to monitor any possible creep in the strain gauges. No noticeable creep was observed and the strain gauge measurements, giving higher resolution, were used for subsequent evaluations.

Due to the minor fluctuations in the load applied to the quartzites by the compression testing machine, the strain values measured for the creep period were corrected to a constant stress level by using the elastic modulus for the specimen as determined from the initial loading cycle.

Temperature

The laboratory experiments were performed at room temperature. The Amsler machine is housed in an open laboratory, subject to ambient temperature variations. This was in turn influenced by the heat generated by the machine. Therefore the temperature of the test specimen was monitored throughout the experiment. For the quartzite, the experiment lasted 24 days and the minimum and maximum temperatures recorded were 20.6°C and 28.0°C respectively.

The CSIR creep testing apparatus is installed in a temperature controlled laboratory with the temperature maintained at 22°C.

Control specimens

Before performing the creep tests, uniaxial compression tests were conducted to determine strength as well as deformability characteristics for the material. This data was necessary in order to plan the stress levels for the creep cycles.

Number of creep stages

For the quartzite the total number of creep stages was 24. The reason for this was that the compressive strength had been underestimated due to the low strength of the control
specimen. It was subsequently established that the strength of the control specimen had been influenced by a pre-existing plane of weakness. This impacted on the stress level chosen for the first creep stage as well as on the magnitude of the subsequent load increments. Only the last four creep stages showed significant creep. Therefore the detailed evaluations described in the following sections were only done on these four creep stages.

For the lava the number of creep stages was 4.

Results for laboratory specimens: Quartzite and Lava

The complete stress-strain curves are illustrated in Figure 4. Figure 5 shows the complete strain-time records while Figures 6a and 6b show the incremental creep strain as a function of time for the individual creep stages for the quartzite and the lava specimens respectively.

Effect of stress level on the secondary creep phase

It is well known for soft rocks that the creep rate of the secondary phase (steady-state creep rate) depends on the stress level. From Figures 6a and 6b, this also appears to be true for the creep of lava and quartzite specimens. The most widely used steady-state creep law for salt is

\[ \varepsilon = A(\sigma - \sigma_0)^n \left(e^{Q / RT} - 1\right) \]

where \( \varepsilon \) is the steady-state creep rate, \( A \) is a constant, \( \sigma_0 \) is a principal stress, \( Q \) is the activation energy for the creep mechanism, \( R \) is the universal gas constant and \( T \) is the temperature in degrees Kelvin. For both rock types, the tests were conducted at a constant temperature under uniaxial conditions. Equation 7 can therefore be reduced to

\[ \varepsilon = A' \sigma^n \]

where

\[ A' = Ae^{Q / RT} \]

with units \( \text{Pa}^{-\text{ns}^{-1}} \) and \( \sigma \) is the applied axial stress. The coefficient \( n \) can be determined from the slope of the curve of a log(\( \varepsilon \)) vs log(\( \sigma \)) plot. Figure 7 show these graphs for typical lava and quartzite specimens. The linear nature of the curves illustrate the applicability of equation 8 as a model. The values of \( n \) are given in Table II.

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Rock} & \text{Maximum strain} & \text{Maximum Stress} & \text{Exponent } n \\
& x 10^{-3} & \text{MPa} & \\
\hline
\text{Lava} & 4.1 & 329 & 3.5 \\
\text{Quartzite} & 1.9 & 107 & 9.1^* \\
\text{Granite} & 1.0 & 344.8 & 3.3 \\
\text{Shale} & 3.0 & 9.7 & 2.7 \\
\text{(Lama and Vutukuri)} & & & \\
\hline
\end{array}
\]

* See comment in text

Figure 5—Complete strain vs time record for the quartzite and lava specimen during the creep tests

Figure 6a—Incremental creep curves at the different stages for quartzite

Figure 6b—Incremental creep curves at the different stages for lava

Figure 7—Log (strain rate) versus Log (stress) for lava and quartzite. The straight lines were fitted using linear regression
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The value of $n = 3.5$ for the lava specimen is of the same order as that obtained for the granite and shale. The value of $n = 9.1$ for the quartzite is however much larger and needs to be confirmed by further experiments. It is possible that this value is too high as the time duration of individual loading steps for the quartzite was only 24 hours. Dusseault and Fordham suggested that the steady-state creep rate can only be calculated after 4 to 5 days of measurements at a particular stress level. For the quartzite the strain-rate for the assumed secondary phase could still be artificially high due to the influence of primary creep.

Figure 8 illustrates a comparison between the strain rate of quartzite and that of lava in the secondary creep phase for different stress levels. The single datum point from Roux and Denkhaus is also included. It is of significance that the quartzite samples experience strain rates which are comparable to lava at less than a third of the stress levels. Mining in quartzite host rock as opposed to lava at a particular depth will lead to a more stable fracture zone extending further away from the stope. At the boundary between fractured and unfractured rock, the intact rock will undergo secondary creep leading to the time-dependent formation of new fractures. This time-dependent process zone will extend further into the rock for quartzite. As stable fracturing dissipates energy, this behaviour may be advantageous in reducing violent outbursts. Mining of the Ventersdorp Contact Reef (lava hangingwall, quartzite footwall) in areas where the lava is particularly hard can be problematical due to the rolling nature of the reef. In areas where the reef rolls into the footwall, the mining is sometimes slow to follow, resulting in mining taking place entirely in the lava. The stable formation of the fracture zone could then be disrupted leading to face bursting. This phenomenon has been observed at mines in the Carletonville area (Handley).

Rheological parameters for the laboratory creep of lava and quartzite

The viscoelastic rheological parameters for the laboratory specimens were calculated to facilitate comparison with underground measurements. The Burgers viscoelastic model (Figure 9) has been used frequently to model laboratory creep results as both the primary and secondary phase can be simulated. Lama and Vutukuri derived the time-dependent strain for the Burgers model as

$$\varepsilon(t) = \frac{\sigma}{E_M} + \frac{\sigma t}{3n_M} + \frac{\sigma}{E_K} \left[1 - e^{-\frac{t}{3n_K}}\right]$$

Table III

<table>
<thead>
<tr>
<th>Source</th>
<th>$E_M$ (GPa)</th>
<th>$E_K$ (GPa)</th>
<th>$\eta_M$ (GPa.h)</th>
<th>$\eta_K$ (GPa.h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartzite laboratory creep</td>
<td>60</td>
<td>1400</td>
<td>4.5x10^4</td>
<td>900</td>
</tr>
<tr>
<td>Lava</td>
<td>88</td>
<td>2100</td>
<td>1.8x10^5</td>
<td>3800</td>
</tr>
<tr>
<td>Deelkraal Goldmine in situ measurements</td>
<td>147</td>
<td>5000</td>
<td>2.3x10^3</td>
<td>250</td>
</tr>
</tbody>
</table>

Figure 8—Strain rate of the secondary creep phase as a function of stress for lava and quartzite

Figure 9—Burgers viscoelastic model

Figure 10a—Burgers viscoelastic model fitted to the creep of quartzite at a constant stress of 107 MPa

Figure 10b—Burgers viscoelastic model fitted to the creep of lava at a constant stress of 367 MPa
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where \( E_M \) and \( E_K \) are the Young's moduli for the Maxwell and Kelvin units. \( \eta_K \) and \( \eta_M \) are the viscosity coefficients for the Kelvin and Maxwell units and \( t \) is time. This model was fitted to the data of the last creep stage for the quartzite and lava specimens. The results are illustrated in Figures 10a and 10b. The calibrated parameters are included in Table III for comparison with underground data. The strain rate of the secondary phase is determined by the viscosity coefficient \( \eta_M \). The quartzite has a lower value of \( \eta_M \) at a much lower stress and will therefore be prone to higher creep rates in the secondary phase than the lava.

From the discussion in the previous section it follows that \( \eta_M \) is not a fundamental material constant but a function of stress and temperature, \( \eta_M(f(\sigma, T)) \). To describe this dependence, the following derived model utilises the empirical creep law just described. For the Maxwell model, the steady-state strain is given as

\[
\dot{\varepsilon} = \frac{\sigma}{3\eta_M}.
\]

Inserting equation 7 and rearranging gives

\[
\eta_M = \frac{\sigma_1}{3(A(\sigma_1 \pm \sigma_2)^n e^{-\frac{Q}{RT}})}.
\]

As the tests were conducted at a constant temperature under uniaxial conditions, equation 11 becomes

\[
\eta_M = \frac{\sigma_1^{1+\frac{Q}{RT}}}{3A}
\]

with \( \sigma = \sigma_1 \) the applied axial stress. This equation is plotted in Figure 11 using calibrated values of \( n \) and \( A' \) together with the values of \( \eta_M \) obtained directly for the creep of the lava specimen at the different stress levels. The experimental results illustrate the clear stress dependence of the viscosity coefficient. Equation 12 gives a similar trend and appears to be successful in describing this stress dependency.

**Time-dependent behaviour of hard rock on a mining scale**

To analyse continuous closure data, Malan derived a Burgers viscoelastic convergence solution for a parallel-sided panel (Appendix A1). Care should, however, be exercised in the application of this model as it is not valid for stopes where total closure has taken place in the back area and where the geometry is such that the assumption of plain strain is impossible.

Closure data collected from a stope with 200 m span in Deelkraal Gold Mine suited these requirements. The Venterdorp contact reef is mined with the hangingwall consisting of lava and the footwall of quartzite. The depth of the excavation was 2700 m, the dip 25 degrees and the closure instrument was installed 16.6 m from the face. After the blast (one side only), the increase in span was 1.4 m. The Burgers convergence model was fitted to the data as illustrated in Figure 12. The calibrated values for the model are given in Table III and compared with values obtained for the laboratory creep of quartzite and lava specimens.

For the Burgers model, the instantaneous response after load application or change is determined by the Maxwell modulus \( E_M \). From Table III this value, calibrated for the underground measurements, is relatively large at 147 MPa indicating that the instantaneous closure at the time of face advance is quite small. This is in agreement with McGarr who provided data and an analysis illustrating that the instantaneous closure at blasting time is small. This effect is caused by the fractured nature of the face ahead of the stope. The stress carried by this fractured rock ahead of the face is less than would be expected for a stope where no fracturing took place. Blasting in this fracture zone results in instantaneous redistribution of stress. This stress distribution is, however, smaller than expected for a completely elastic material. When simulating this process with viscoelastic theory (which cannot model failure), the calibrated value of \( E_M \) will appear large because of the smaller instantaneous closure behaviour.

The behaviour of the rock in the secondary phase of creep is described by the Maxwell viscosity \( \eta_M \). It is clear from the table that this value for the in situ measurements is more than an order of magnitude smaller than the quartzite specimen and two orders smaller than the lava specimen. Similarly, Kranz and Estey found that the viscosity values calculated in a deep hard rock mine are two orders smaller than those for unfractured granite slabs. There must therefore be another mechanism dominating the time-dependent behaviour of the rockmass surrounding stopes.

Following the work of Hodgson and Adams and Jager described above, the rheological properties of the fracture zone, and particularly time-dependent fracture formation, must play a prominent role in the underground time-dependent behaviour. This is in agreement with other workers (Tan and Kang; Schwartz and Kolluru). Realistic modelling of the time-dependent rock behaviour therefore needs to simulate the rheological behaviour of discontinuities and the interaction between these discontinuities. To address this problem, Napier and Malan developed a time-stepping solution scheme to solve multiple viscous discontinuities in a boundary element code. This framework was used by Malan and Spottiswoode to implement a viscoplastic displacement discontinuity interface model with time-dependent strength properties. This model (Appendix A2) is used in the next section to simulate the time-dependent fracture processes surrounding a deep stope.
Incremental mining of a tabular stope: Numerical results

Stope modelling was undertaken by covering the problem space by a random mesh of viscoplastic discontinuities. Figure 13 shows a typical distribution used. This distribution should be considered as potential fracture surfaces as they are initially intact with a prescribed strength determined by the failure criteria of the model. Mining was undertaken in an incremental fashion allowing the progressive evolution of the fracture zone. Due to computer memory limitations, the number of elements is limited. The object of this modelling should therefore be seen as studying the effect of the time-dependent fracture process and not to replicate observed fracture patterns.

Figure 14 illustrates the typical development of the fracture zone following a series of mining steps. The discontinuities shown are all those mobilised up to that particular point in time. Due to the low density of the initial tessellation, this fracture pattern is at best only a coarse approximation of that observed underground. This is especially notable in the immediate area of the stope faces where the density of fracturing is much lower than expected for underground stopes. The model has nevertheless proved to be useful for simulating the time-dependent processes in the rock. An important consequence of the prescribed viscoplastic behaviour is that the additional fracturing caused by a sudden increase in stress occurs in a time-dependent fashion. After a mining increment, the existing discontinuities surrounding the stope are subjected to an increase in mining-induced stress. Those discontinuities subjected to stresses above the yield surface relax in a time-dependent manner according to the constitutive model. This relaxation process causes a stress transfer to the solid rock at the edge of the fracture zone. New fractures then form in these positions as a time-dependent process. For the example given, the increase in cumulative fracture length as a function of time after a blast is illustrated in Figure 15. It should be emphasised that there are no changes in the excavation dimension during this time period. Similarly to Adams and Jager's observations, the majority of new fractures formed within a short period after the blast, and the rate of fracturing then diminished until the next blast. A comparison between this numerical time-dependent fracture process and cumulative seismicity after blasting can be found in Malan and Spottiswoode. A good fit was obtained illustrating the applicability of the model.
The time-dependent fracture process leads to the typical stope closure profile illustrated in Figure 16. As expected the highest rate of closure occurs after blasting time and this decays until the next blast takes place. When comparing this with underground observations (e.g. Figure 12, and Leeman14) it is clear that similar closure trends are predicted by the model.

As mentioned in the introduction, McGarr18 investigated the stope closure rate throughout the week at East Rand Proprietary Mines (Figure 17). The closure is given during six-hour intervals with the value at the middle of a given six-hour period plotted in the Figure 17. The experimental data have been averaged over 30 weeks. Results obtained from numerical modelling illustrates similar trends. The model parameters used are $\mu' = 10^{-8}$ MPa$^{-1}$s$^{-1}$m, $S_p = 20$ MPa, $S_r = 0$ MPa, $\alpha = 0.005$ s$^{-1}$, $\beta = 0.005$ s$^{-1}$, $\varphi_p = 30$, $\varphi_r = 20$ (See Appendix A2). The highest rate of closure occurs during the six-hour interval that includes the times of face advance. The rate also increases throughout the week until Sunday when no blasting takes place and the rock is allowed to relax further. There is however a weak fit between the experimental data and numerical results for the periods of decreasing rate of closure after the blast. This is caused by the low density of fracturing ahead of the faces in the numerical model. Mining in this unfractured stressed rock results in relatively higher increase in convergence for the period which includes the blast. The peak values of the modelling results also show some erratic behaviour because of the discontinuous nature of the model. As the density of fractures in the tessellation is low, the rate of convergence is still strongly influenced by the measurement position and the orientation of the new fractures activated by each mining step. If fractures with a favourable orientation are activated in a particular step, higher rates of convergence are suddenly experienced. That this erratic behaviour almost follows the same trend as the peak values of the underground measurements is purely accidental. Other tessellation patterns and measurement positions will give different peak values for each step. Work is currently undertaken to increase the number of potential fracture planes in the tessellation to alleviate this problem.

Conclusions

In deep level hard rock mining, the rheological behaviour of the rock is important as time-dependent aseismic processes can lead to a stable dissipation of energy reducing violent outbursts. Underground closure measurements, observations of time-dependent fracture formation and seismic data indicate that the rock in deep South African gold mines shows notable time-dependent behaviour. The objective of this work was to quantify the time-dependent rock behaviour for laboratory specimens and underground conditions.

Laboratory creep experiments of quartzite and lava specimens indicate that these rocks undergo measurable creep strain at stress values below the failure strength. The creep curves illustrate the typical primary and secondary behaviour. The strain rate in the secondary creep phase is strongly dependent on the stress level for both rock types. This dependence can be successfully modelled with a stress power law. The quartzite specimens are however prone to more significant creep than the lava samples. For the type of quartzite and lava tested, comparable creep rates are obtained if the stress in the quartzite is approximately one-third of that in lava.

The time-dependent rock behaviour observed for deep level stopes is much more significant than what can be expected of the creep of intact rock. A Burgers viscoelastic model fitted to the creep of intact laboratory specimens and in situ closure measurements, indicates viscosity values two orders smaller for rock on a mining scale. Observations and numerical modelling indicate that underground behaviour is governed mainly by rheological behaviour of the fracture zone and the resulting time-dependent formation of new fractures. After a blast, the existing fractures surrounding the stope are subjected to an increase in mining induced stress. The fracture zone relaxes in a time-dependent fashion transferring stress to the more solid rock. New fractures then form in these positions as a time-dependent process. The majority of the fractures however form within a short period of the blast. Numerical modelling showed that this process can be simulated by a large assembly of discontinuities each behaving in a viscoplastic fashion. Of significance, is that the continuous closure profiles observed can be simulated and numerically predicted.
therefore explained by this delayed fracture model.

Almost no experimental data on the time-dependent behaviour of fractures and other discontinuities subjected to shear is available however. Therefore, this study is currently directed towards a laboratory investigation to determine the applicability of the time-dependent constitutive model and parameters for discontinuities. Further comparison with underground observations and closure measurements is also required.
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Appendix

A1: Burgers viscoelastic convergence solution for a tabular parallel-sided panel in isotropic ground

If it is assumed that the rock behaves elastically in hydrostatic compression and as a Burgers model (see Figure 9) in distortion, Malan\textsuperscript{30} showed that the incremental viscoelastic convergence $\Delta S(x,t)$ for a stope with face advance of $\Delta \bar{1}$ at one side only can be written as

$$\Delta S(x,t) = \pm 4 W \left( 1 + \frac{dx}{2} \right) F(t)$$

where

$$F(t) = g_1 
\left[ 1 + c_7 t + c_6 e^{\frac{x}{\eta}} + \left( c_5 \sinh bt + c_8 \cosh bt \right) e^{\frac{bt}{\eta}} \right]$$

and

$$b = \frac{(6Kp_1 + q_1)^2 \pm 24K(6Kp_2 + q_2)}{4(6Kp_2 + q_2)^2}$$

and

$$g_1 = \frac{2Kp_1q_1 + q_1^2 \pm 2Kq_2}{4Kq_1}$$

and

$$c_5 = \frac{2Kq_1}{2Kp_1q_1 + q_1^2 \pm 2Kq_2}$$

A2: Formulation of a viscoplastic displacement discontinuity model

Figure A2 illustrates a discontinuity with the shear component $D_s$ and normal component $D_n$. Malan and Spottswood\textsuperscript{35} showed that if the discontinuity behaves in a viscoplastic fashion (Perzyna\textsuperscript{36} ) the incremental increase in discontinuity components for a small timestep $\Delta t$, can be

$$\Delta D_s(x,t) = \pm \sin \alpha \cos \beta \left( 1 + k \right) \left( 1 \pm k \cos 2\alpha \right) \frac{x}{H}$$

where

$L$ = half span of the stope
$x$ = distance from the centre of the stope (origin of co-ordinate system)
$\gamma$ = specific weight of the rock
$H$ = depth below surface
$k$ = ratio of horizontal to vertical stress
$\alpha$ = dip of the reef
$\beta$ = angle between x-axis and the dip
$K$ = bulk modulus

The $z$-axis is perpendicular to the plane of the excavation and points towards the footwall. The two-dimensional section is taken parallel to a plane normal to the $y$-axis (See Figure A1). This model is however only applicable to stopes without total closure in the back area and where the geometry is such that the assumption of plain strain is possible.
Time-dependent behaviour of hard rock in deep level gold mines

given as

\[ \Delta D_y = \mu' l(F) \Delta t \]
\[ \Delta D_z = \sin \Psi / \tan \Psi \]

where \( \Psi \) is the dilation angle, \( \mu' \) is the discontinuity fluidity constant with units Pa\(^{-1}\)s\(^{-1}\)m and \( l \) assumes the value -1 or +1 depending on the direction of the shear stress. \( F \) is the yield function and assumes a value of 0 if the stresses are below the shear strength of the discontinuity.

When assuming a Mohr-Coulomb model, \( F \) can be given by

\[ F = | \tau | - S_c \tan \phi_c \]

where \( \tau \) is the shear stress and \( S_c \) and \( \phi_c \) are the current values of cohesion and friction angle respectively.

The mobilised discontinuities can undergo a time-dependent reduction in strength (Malan and Spottiswoode\(^35\)) according to

\[ S_c = S_{cr} \pm S_p (e^{-\alpha t} - e^{-\beta t}) \]

\[ \phi_c = \phi_r + (\phi_r - \phi_s) e^{-\beta t} \]

where \( \alpha \) is the cohesion decay factor, \( \beta \) is the friction decay factor and \( S_p \) and \( \phi_s \) are the residual values of cohesion and friction angle. The time \( t \) is that accumulated for each discontinuity which is loaded to within 80% or above of the shear strength.
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New software that will assist mining engineers in the design of safer underground workings has recently been developed by the Department of Mining Engineering at the University of Pretoria. A workshop was held to announce the computer program, known as JBlock. The program evaluates the potential for rock falls in blocky rock often encountered in mining excavations. The program calculates the effect of different types and layouts of support on potential rock falls. This enables engineers to optimise the layout of support for their local rock conditions.

Rock falls are a major cause of accidents in underground mines. The falls are often caused by natural planes of weakness in the rock being mined. In deep mines, stress fractures may also exist in the rock, further increasing the hazard of rock falls. Rock engineers require a design method to realistically model the types of rock block which are formed by the intersection of these natural and stress-induced planes of weakness. They also need a method to determine how the supports installed in the workings will interact with the rock blocks. This need is addressed by the program JBlock.

JBlock was developed by Mr Essie Esterhuizen of the Department of Mining Engineering. The development was initially supported by Samancor. The program is now commercially available and has aroused much interest in the rock engineering fraternity. The workshop was attended by 40 persons from different South African mining groups.

* Issued by: Mr G.S. Esterhuizen, Dept. of Mining Engineering, University of Pretoria.
Twenty-three bursaries, valued at R161 000.00, have been awarded by the South African Institute of Electrical Engineers (SAIEE) this year. This three-fold increase of funds previously set aside for bursaries has been structured to meet future demand for electrical engineers and technicians. The SAIEE's Hermann Broschk (right), responsible for the Institute's bursary loan scheme and a member of its education and training committee, says several innovative strategies were recently adopted. Among these are that the Institute will administer bursaries for companies without facilities to do so themselves, and will also administer bursaries to which small companies can collectively contribute and which will bear the names of the contributing companies as sponsors. With Broschk are HT Aspinall bursars Hans Zacher of the University of the Witwatersrand (left) and Daniel van Niekerk of Wits Technikon. The HT Aspinall Bursary Fund is administered by the SAIEE and gives preference to Technikon students.

Matla awards R1.7-million dust suppression contract to CDC*

Colliery Dust Control (CDC) of Springs has secured a major coal dust suppression systems contract with Matla Colliery. The R1.7-million contract is for provision of dust suppression equipment for 12 continuous miners—representing about 75% of the machines deployed in the mine's three shafts.

The contract involves manufacture and supply of scrubber boxes, water-powered air movers and spray fan systems operating together as an integrated system on each of the continuous miners.

Matla Colliery, near Kriel in Mpumalanga, is one of Ingwe Coal Corporation's collieries. The order is the first major order by an Ingwe group colliery for CDC equipment.

Prior to the order being placed CDC made available three scrubber boxes to Matla Colliery to use on their continuous miners to assist them in assessing their requirements.

CDC's range of dust suppression equipment for continuous miners is backed by a 24-hours-a-day spares and service operation and service exchange units, enabling mines to reduce their stockholding of key components without adversely affecting machine availability.

The CDC scrubber box is the most important component in the three-in-one integrated system which the company provides. A major feature of the scrubber box is its small-frame water-cooled motor which assures the reliability of the unit and virtually eliminates the risk of motor failure due to low inertia and minimal thermal cycling.

* Issued by: J. Kraft Public Relations, P.O. Box 28552, Kensington 2101.