


Figure 9 compares the kriged block estimates based on
the two sample spacings with the actual block values. The
sparse data seriously over-estimates the payability for low
grades and under-estimates the payability for higher cut-offs
– as would be expected by the smoothing shown in previous
sections. The grade estimated by kriging the six-block sparse
grid seriously underestimates the recovered grade at any cut-
off compared to the actual block values. 

In contrast, the closer spaced sampling (three times block
size) is almost identical to the pay grades in the actual blocks
for every cut-off, but it seems to over-estimate payability at
low cut-offs. A similar graph using the RMA corrected block
grades for the six-block sampling and the LS corrected block
grades from the three-block sampling would show almost
identical grade/payability curves in this particular case.

Misclassification of ore and waste
The studies reported in this paper, in Clark (1983), and in
Krige (1951, 1996) all illustrate how consideration of the
regression effect – or conditional bias – can improve
estimates for a mining block or stoping model. It is apparent,
however, that emphasis on the potentially marginal
improvements achieved by regression correction has masked
a far more important consideration in mine planning based
on estimated block models. Whatever the regression
coefficient or the kriging efficiency, there still remains the
fact that values allocated to potential mining blocks are still
only estimates. 

For any particular cut-off value, there will be blocks that
are estimated as payable which will actually be waste. There
will be blocks that are estimated to be below cut-off which
will actually be payable. This problem is also discussed in
detail in Krige’s early work (1951) and many later papers.
Figure 10 illustrates the problem of applying cut-off values to
the estimated block values using our example with the three-
block sampling, where the regression effect is minimal. 
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Figure 7—Comparison between actual block values and OK estimates
corrected for LS regression from a sampling grid at three blocks (30%
of the range of influence)

Figure 8—Grade/payability curves of actual block values from sampling
grids at six blocks, three blocks, and an exhaustive data sampling grid
(60%, 30%, and 1% of range of influence respectively) 

Figure 9—Grade/payability curves of actual block values compared to
OK estimates from sampling grids at six blocks and three blocks (60%
and 30% of range of influence) 

Figure 10—Block values estimated from samples at three-block grid
spacing, applying the cut-off value to the estimates instead of the
actual values



Regression revisited (again)

The majority of estimated block values are classified
correctly as payable or waste. However, a significant number
of blocks are misclassified. The practical implication of this is
that blocks that are actually payable on average will be sent
to the waste pile (or not mined), while waste material will be
mined and delivered to the plant as payable. However much
mathematics is applied to this situation, the result will be the
same tonnage mined for a lower overall recovered value. 

It should be emphasized that this is not a result of using
a particular estimation technique, but is a fact of production.
The only way to eliminate this effect is to instigate a grade
control sampling plan that will narrow the scatter on the
graph enough to achieve an absolute minimum of blocks in
the two punitive quadrants. Or, in simpler language, to
achieve a good enough grade control programme to be fully
confident in the block values during production.

As a final illustration, a single cut-off was applied to the
block estimates using the three-block sampling for OK. Those
blocks estimated as above cut-off were separated from those
classified as ‘waste’. Grade/payability curves were produced
from these two sets of blocks and are shown in Figure 11. 

In this case, the payability curves are scaled to reflect how
many blocks are classified as payable as opposed to waste.
This example illustrates the proportion of ‘payable’ blocks
that are actually non-payable and the values in the blocks
that are classified as ‘waste’.

Conclusions
Most of the above illustrations could equally well have been
produced using theoretical methods. It is not necessary to
have a vast database of previously mined areas to produce
the regression factors or an assessment of the likely misclas-
sification errors that will be incurred during production. This
paper has used a case study where the database is exhaustive
because it has been created from a conditional simulation
based on a real-life case study.

It should be borne in mind that regression corrections,
kriging efficiency, and misclassification assessments depend

heavily on the sample values following a normal(-ish)
behaviour. Statistics such as variance and covariance have
little real meaning when applied to skewed sample data.

The example presented shows that least squares
regression works well when the regression slope is less than
(or not much greater than) 1. If a high degree of smoothing is
present, an alternative approach such as RMA regression or
affine corrections should be utilized, rather than least
squares. Alternatively, simulation studies may be valuable
when data is too sparse to achieve realistic results.

It cannot be emphasized strongly enough that a
regression correction does not improve confidence in
individual estimated block values. There will always be
uncertainty in the true value of the block until it has been
mined (and maybe afterwards). Misclassification of payable
and non-payable blocks will inevitably lead to reconciliation
problems during production – unless allowances are built into
the mine plan for those recovery factors. 

One puzzling factor is that many software packages now
supply regression factors but do not seem to use them in
adjusting the block estimates.

Kriging efficiency is simply a standardized form of the
kriging variance. An advantage over simply considering the
kriging variance is that it does provide an immediate
indication of the ygiagam guideline as to where to stop trying
to provide a local estimate for an individual block.

The main aim of this paper has been to show that
approaches developed by Danie Krige 60 years ago are still
vital in the production of mineral resource and reserve
models and in ongoing mine planning.
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Figure 11—Block values estimated from samples at three-block grid
spacing: grade/payability curves of actual block values mined as ‘above
cut-off’




